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"Long-term integrated radiophysical studies of the icnccsphere,

near space, and the propagation of radio waves from space objects,"
Misyura, V.A., Kosmichesklye 1ssledovaniya na Ukraine, No. 3,
"Naukova dumka,"” Kiev, 1973, p. 3.

A brief review is presented along with &z generalilzaticn of
original studies c¢f the ilonosphere, near-space, and the inter-
planetary medium, and the propagation of radio waves from space
objects, which was conducted with the participation and under the
supervision of the author over a 20 year period by groups of
Ukra‘inian sclentists, and also in collaboration with sclentists
of c*her republics and as part of the Interkosmcs program.
Emphasis 1s placed on studies in which the Khar'kov State
University participated.

Bibliography: 41 entries; figures: 12; tables: 2.

"Study of the moon and planets at the Khar'kov State University
Astronomical Observatory," N.P. Barabashov (deceased), Kosmicheskiye

issledovaniya na Ukraine, No. 3, "Naukova dumka," Kiev, 1973,
p. 20.

Results of observations of the mcon and planets conducted
under the supervision of the author are described. Data on the
discovery of high porosity valuss and the broken terrain of the
lunar surface are given, with data on the coloration of rocks
in the lunar surface; the Khar'kov observers refute the results
of Landerer based on polarimeter observations of the moon.

A comparative description 1s given of data of astronomical
and satellite cbservations.

"Electromagnetlic processes in the atmosphere of pulsars," Yukhimuk,
A.K., Kosmicheskiye 1ssledovaniya na Ukraine, No. 3, "Naukova
dumka,”" Klev, 1973, p. 30.

The work consists of two parts. The first deals with the
fine structure of radio pulses. Based on xinetic theory, processes
occurring in the plasma shell of a pulsar when external electro-
magnetic radiation is present are investigated. It 1s shown that
acted on by an electromagnetlic wave, electrons drift relatilve to
ions, which is the cause of the excitation of longltudlnal oscilla-
tions. A dispersion equation describing the longitudinal oscilla-
tions 1n magnetlzed plasma 1s derived. Conditions Zcr excitation
of oscillations are found. Correlation functisns cf #liectron
denslity are calculated, along with the coefficients .” electro-
magnetic wave scattering. It 1s shown that variatlonc ’'n the
amplitude of pulsar pulses are assoclated with scintilatlons caused
by fluctuations In the plasma electron density.
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The second part of the work presents a mechanism for the
radio emission of pulsars. The model of a rotating and a pulsat-
ing star, a neutron star with dipolar or more complex magnctic
field, is examined. Charged particles are accelerated in the
pulsating magnetic fields. Accelerited charged particles lead
to the formatiocn of radiation belts. Particles from the radia-
tion belts storing the pulsations are expelled int~ tne near-
polar regions owing to the disruption of the adiabatic invariant.
Emission of electromagnetic waves occurs when rotating relativistic
electrons travel along curved trajectories, which are identified
with the force lines issuing from the magnetic poles ¢of a pulsar.

Bibllography: 17 entries.

"Diurnal and seasonal trends in the incidence of sudden commence-
ments (SC) and sudden impulses (SI)," Nesmyanovich, E.I.,
Kosmicheskiye issledovania na Ukraine, No. 3, "Naukova dumka,"
Kiev, 1973, p. 37.

Based on world data for the period 1 January 1955 to 31
December 1968, reports of 894 SC cases and 2152 SI cases were
ccllected, based on which a study was made of the diurnal and
seasonal trends in the incidence of their appearances.

It is shown that the diurnal trend 1s pronounced for all
events with a maximum at (06-8)R UT [world time].

The diurnal trend for SC In the resultant perlod 1s more
pronounced. The geasonal trend in incidence of appearances of
SC and SI is absent.

Thus, geomagnetlc disturbances of both SC and SI are monitored
by world time.

These results lead to the conclusion that the presence or
absence of SC and SI during geomagnetic storms is determined not
only by the nature of the corpuscular flux, the presence of shock
waves and tangential discontinuities, but also by purely terrestrial
conditlons.

The classification of storms based on types of commencements
is extremely arbitrary.

Bibliography: 8 entries; figures: 2: tables: 3.
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"Chromospheric flares and sudden commencements of geomagnetic
storms," Nesmyanovich, A.T. and Nesmyanovich E.I., Kosmichesklye
issledovaniya na Ukraine, No. 3, "Naukova dumka," Kilev, 1973, p. 4Q.

The authors compiled a catalogue of flare activity during
1957-1967 (the solar activity cycle). By comparing all reliable
SC during this period with chromospheric flares, the following
conclusions can be drawn:

1. There is no statistically significant correlation between
SC and chromospheric flares. One cannot draw conclusions on the
rate of propagation of shock waves or solar plasma from the lag
time of a SC relative to any nearest flare occurrence.

2. The assumption that a shock wave propagates throughout
the entlire hemisphere is unjustified and contradicts the fact of
recurrence of SC.

3. A statistically significant correlation was established
between SC and chromospheric flares, that is, a relationship
between a SC and the moment that a flare active region transits
the Central Meridian.

4, SC are caused by shock waves or tangential discontinuities
formed at the western boundary of the quasisteady directed cor-
puscular flux or at the boundary between sectors.

Bibliography: 11 entries; flgures: 2; tables: 3.
"Acceleration of sclar cosmic rays during chromospheric flares,"

Dorman, L.I., Raychenko, L.V., and Yukhimuk, A.XK., Kosmicheskiye
issledovanla na Ukraine, No. 3, "Naukova dumka," Kiev, 1973, p. 45.

Using the Focker-Planck equation, an examination 1s made of
the acceleration of charged particles by fluctuational electric
fields caused by the propagation of intense radio emission in the
long-wave range. Correlation functions of electric fields near
the boundary of plasma instability were computed. The interactilon
of charged particles with these filelds Is examined. It is shown
that due to the Interaction of particles with fluctuational
fields, solar cosmic rays can be accelerated to energiles of E =
= 102 - 103 Mev.

Biblilography: 1Q entries.

"Effect of small flares in the neutral component of secondary
cosmic radiation," Bondarenko, V.I., Raycheko, L.V., and
Yukhimuk, A.K., Kosmicheskiye issledovaniya na Ukraine, No. 3,
"Naukova dumka," Klev, 1973, p. 50.
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Results are presented of an investigation of the effect cof
small flares, scale divisions 1 and 1% in the neutron component
of secondary cosmic radiation from the data of neutron super-
monitors at the stations of Kiev, Bukhta Tiksi, and Deep River.
It is shown that flares cof scale divisions 1 and 1t are accompanied
by an effect in the neutron component amounting to about 0.4%.
A mechanism for the outflow of particles accelerated in small
flares owlng to diffusion across the magnetlc field of a trap

1s presented.

Bibliography: 10 entries; figures: 6.

"Analysis of the nature of excessive cosmic radiation in the
area of the Brazillan magnetic anomaly at altitudes 250-500 km,
from Kosmos-225 satellite data," Raychenko, L.V., Kosmicheskilye
issiedovaniya na Ukraine, No. 3, "Naukova dumka," Kiev, 1673,
r. 55.

Results are presented from a study of the region of anomalous
cosmic radiation in the area of the Brazilian magnetic anomaly at
the altitudes 250-500 km, uslng data measurements taken on the
Kosmos-225 satellite (1429 June 1968). The existence of a stable
intensity anomaly dlscovered in the experiments on the second and
third Sovliet spacecraft-satellites [1-3] 1s confirmed. The total
vector of the geomagnetic field at different altitudes was compared
with 1soline maps. For the first time an altitude profile of the
South Atlantic anomaly of radiaticn intensity was obtained, using
data from the same instrument. The nature of the anomalies in
cosmic radiation intensity over the reglons of negative magnetic
anomalies 1s discussed.

Bibliography: 8 entries; figures: 9.
"Instruments for measuring radlant thermal fluxes," Gerashchenko,

0.A., and Sazhina, S.A., Kosmichesklye issledevaniya na Ukraine,
No. 3, "Naukova dumka," Klev, 1973, p. 062.

An absolute two-sided radiometer 1s described, btased on the
principle of replacing absorbed radiant energy wlth electrical.
The sensitive element of the detector is a thermoelectric trans-
ducer of thermal flux. The design, fabrication technology,
methods of measurement, technical characteristics and general
view of the instrument are presented.

Bibliography: 2 entries; figures: 2.
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"Possibility of using sources of vacuum ultraviolet irradiation

to solve problems of space materials scilence," Verkhovtseva, E.T.,
and Yaremenko, V.I., Kosmicheskiye issledovaniya na Ukraine, No. 3,
"Naukova dumka," Kiev, 1973, p. 66.

An urgent problem in space materials sclence is simulating
the interaction of vacuum ultraviolet (VUV) of solar emission
(spectral region A < 2000 A) with solids in space conditions,
that is, producing a light source with a distributicn that
approximates the distribution of solar energy.

This review presents information on the distribution of the
energy flux of VUV of solar radiation; requirements that must be
satisfied by the VUV source used for space materials sclence are
formulated; and a critlical evaluation is given of the possibilities
of using existing sources for space materials scilence. From this
evaluation 1t was established thaft none of the sources of VUV
satisfies the specific requirements imposed on the simulator of
solar radiation. A way out of this impasse was found to be the
development in the FTINT {transliterated] of the Ukrainian SSR
Academy of Sciences of a new type of source based on exciting a
superscnic gas jet flowlng into vacuum with a dense electron beam.
The article stresses a source of a new type -- its spectral and
operation characteristics are presented.

Bibliography: 72 entries; figures: 9; tables: 5.

"Mathod of calculating gas-dynamics and heat transfer in single-
stage refrigeration units," Zhitomirskiy, I.S., and Podol'skiy,
A.G., Kosmicheskiye issledovaniya na Ukraine, No. 3, "Naukova
dumka," Kiev, 1973, p. &0.

A generalized mathematical model of gas-dynamic and heat-
transfer processes in single-stage regenerative installations
operating in Sterling, MacMahon, Gifford-MacMahon, and pulsating
tube cycles is proposed.

A numerical method of solving initial equations on a digital
computer 1s examined, making it possible to calculate the change
in thermodynamic parameters in the working cycle in different
machine components, as well as the dependence of cold productivity
on the temperature level in the steady regime.

Bibliography: 24 entries; figures: 6.

"Problem of selectlng optimal regimes for storage of crycgenic
agents," Mikhal'chenko, R.S., Getmanets, V.F., and Iskhakov, Yu.F.,
Kosmichesklye lssledovaniya na Ukraine, No. 3, "Naukova dumka,"
Kilev, 1973, p. 90.

ix
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A thermaodynamic analysis 1s given of different regimes of
storage of hydrogen, nitrogen, oxygen, and argon using the
high vacuum of space. Optimal regimes are determined from the
standpoint of minimizing weight characteristics. Several new
storage regimes are proposed.

Bibliography: 17 entries; figures: 8; tables: 1.
"Intermedlate memory devices," Basalayev, G.V., Kmet!, A.B.,

Rakov, M.A., and Tarasevich, V.A., Kosmicheskiye issledovaniya
na Ukraine, No. 3, "Naukova dumka," Kiev, 1973, p. 101.

This article briefly describes problems and several methods
of transfer and processing of data whose practical implementation
requires operational memory devices.

Devlices 1ncorporating multistable elements are presented;
thelr main parameters are given and the possibility of using the
proposed devices for storing information for transmission in
space radlocommunications channels 1s indicated.

Bibliography: 6 entries; figures: 2.
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LONG-TERM INTEGRATED RADIOPHYSICAL STUDIES OF THE IONOSPHER..,
NEAR SPACE, AND THE PROPAGATION OF RADIO WAVES ¥ROM SPACE OBJECTS

V. A, Misyura

Introduction and Formulation of Problem /3*

Radiophysical studies of the ionosphere and space consist
[1] of the direct measurement of certain effects induced in the
propagation (or reradiation) of pagio waves from space objects
(SO)**. From measured effects and from data on the motion and
gIsition of SO given physical parameters of the medium and bodies
(inverse problem) are determined, or else effects that are for
some reason inconvenient to measure directly. These effects can
be also of independent scientific and practical interest [1].

The principal effects measured are usually these: the Faraday
effect (angle ¢ and velocity (frequency") ¢ = 2nF4 of the rota-
tion of the plane of polarization in a gyrctropic plasma), correc-
tions AL, AR, A¢, and [ 3. -- due to the medium -- to the optical
path L and group path Ry, respectively, to the phase ¢, and to
the doppler shift of the radio wave frequency F3; refraction
(verticaly pp, horizontal (azimuthal) A¢, lateral A¢, and astro-
nomic A and A¢ , and so on); absorption, reflection, and
scattering of radio waves, including the so-called incoherent
scattering (IS) by thermal fluctuations of plasma (intensity Pg
and spectrum g{w) of scattering), distortions of radio signals,
and so on. Parameters of the medium, like the effects, can
contain regular and sporadic components in the propagation of
radiowaves.

Media such as rlanetary atmosphere and the interwlanetary
and interstellar medium are usually weakly inhomogencous (at
distances of the order of a radio wavelength), and therefore the
powerful method of geometrical optics can be used in the theory
and calculation of radio wave Ppropagation.

1 By SO in radiophysical studies, we will mean satellites, rock-
ets, spacecraft, and launch vehicles, planets, and also volumes

of plasma, astronomical sources of radio waves, and other natural
and artificial bodies and formations in the ionosphere and further
away, radiating or reradiating radlo waves.

[

Numbers 1n the margln Indicate pagination in the foreign text.



Since the dielectric constant of plasma (or index of
refraction n) depends mainly on its electron concentration N
(and also on the rate of collision v of electrons with other
particles in the medium, magnetic field intensity H, frequency
of padlo waves £, and so on), the principal parameter of near and
outer plasma obtained in radiophysical measurements is N. Para-
meters dependent on the distribution of N in space are also used
-- total (integrated) electron concentration in the vertical
column of the ionosphere of unit cross-sectional area (Ng) and
the ionosphere column of unit cross-sectional area inclined along
the line of sight (Np) and extending from the point of observa-
tion to the level at which the SO is. The other parameters of
the medium that are amenable to determination can include:
electron temperature Ty, ion temperature Tj, and temperature of
neutrals Tp, electron Larmor frequency fy and ion Larmor frequency
fyi. neutral and ionic composition, and also sporadic components
of these gquantities.

We will use the familiar formula:
n=1"% =1V1+a, (H

where in the case of isotropic plasma (neglecting the magnetic
field), with the collisions neglected

o = - 8OTNf 2 = — j:li”z» (2)

N is electron concentration, 10° el.cm-3; £, MHz; fpl is plasma
frequency (fplmax = {o is the critical frequency of the region

Fy, b*=ff=> ). 1In the case of gyrotropic plasma (H # 0), it is
sufficient to replace « in (1) with the function & o (o iz an
ordinary and e is an extraordinary wave). In parti%ular, for the
so-called quasi-longitudinal and first high-frequency approxima-
tion b

B T (3)
to a precision up to small values of the order of ab¢, Here the
signs (-) and (+) refer, respectively, tc the crdinary and extra-
ordinary waves, b.=1IJ"" , fj is the projection of the Larmor
frequency on the beam.

The studies examined in this article began more than 20
years ago, were gradually improved, expanded, and the precision
of calculations and measurements was increased.

At the present time, the studies are integrated in the
following aspect:

1. A number of regular and random parameters of the medium
were measured independently or simultaneously at separate and
widely scattered observational stations at the middle altitudes
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(ML) of the Soviet Union and in the high latitudes (HL ) of both
hemispheres. These include N, N1, Ng, Te, Tj, ionic composition,
0N AN, 1 ON _ 1 8N, oT, OT; _ b erT,

transients (a?' o M= W o M TN T T a0 e T

1 aTy ) ) ON 0N,
='TT”E;)' horizontal (x) gradlents(dx' ox

T, "ot T

aN N, 1 AN 1 9Ny

R ity e

longitudinal, latitudinal, and total gradients Ny, and Ng along the
track of the sublonospheric satellite point and along the orbit

(s) of the satellit: (dNp/ds), vertical and inclined profiles of
these parameters in thue creat expanse of the lower and outer
ionosphere and exosphere, statistical characteristics of major
inhomogeneities of these paramet=rs, and also the above-noted
regular and random effects in the propagation of radio waves

(AL' AR' Aﬁ: AE, F¢a, @, Fq;, ¢¢,).

2., Theoretical and experimental studies were compared with
eacn other.

3. Independent radiophysical methods were used simulta-
neously and separately: differential and single-frequerncy ED and
EP signals reflected and radiated by satellites (Third AES [arti-
ficial earth satellite}, Kosmos-12, -11, -53, -93, -95, -321,
-356, =381, Interkosmos~2, Elektron-1, -2, -3, Explorer-19, -22,
-27, Echo-1, and so on), by rocket (GPR - geophysical rockets
and VSP - vertical space probe, launch to 4500 km) and by the
moon, methods of incoherent scattering (IS), partial reflections
(PR), cross modulation (CM), and vertical and phase soundings
(VS and Pg).

The most promising method is IS, which was first used in
the Soviet Union in our integrated studies [2-~7]. It is capable
in the same, often repeated experiment of producing virtually
all the main parameters of the lower and outer ionosphere and
exosphere, their dynamics and inhomogeneities [2, 8]. 1In fact,
the only drawback of the method is the complexity and high cost
of IS equipment. Therefore there are thus far few facilities
available [2]: in the lower (two facilities) and middle northern
latit?ges (US, USSR, Canada, France, and England -~ several facil-
ities)<. ’

~.
1

|

The PR ‘and CM methods are effective in measuring N and vV in
the lowest region of the ionosphere (region D)., The new method
of PS is more exact than VS for measurements of the entire lower
ionosphere.

2 Recently, the construction of two IS facilities has been ori-
ented to the HL (cf., a paper by D. T. Farleigh at a sessicn of
the DRSI-72 [transliterated] irn Warsaw).
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The method of differential ED and EP signals of vertically
launched rockets yields reference vertical rrofiles of N, MNo,
aN/ot, and gNp/dt. Here the use of scatteired observation points
adds further the measurements of Ny, 9Np/8*,Ap3 , AL, A¢, and
profiles of the horizontal gradients (aN/dx, INo/dx, y., Yo) and
the transients (oN/dt, 9No/dt, ¥. Yo). The presence of several
frequencies (especially coherent) and the combined recording of
ED and EP increases the information and precision. Measurement
of the vertical profiles of the horizontal gradients of N and Ng
was first done in our 19€2-1967 experiment {1, 9, 10, 11}, espe-
cially at high altitudes =~ 45 0 km {5, 7, 12, 13]. Placing
probes and mass spectrometers on rockets also yielded profiles
of Te, Ti, anéd composition. However, in contrast to IS, the
rockets can provide only single-time measurements of profiles,
which adds to measurement costs.

The use of this technique in satellite measurements at
scattered points determined, in addition to Ny, N, Ap, and AL,
also the total horizontal gradients (magnitude and azimuth) of
Yo at the middle and high latitudes [1, 7, 13, 14, 15], and alsd
provided statistical characteristics of the fluctuations of
effects ané parameters of the medium [5, 7, 13, 16]. Evidently,
the first measurements of Ng by the difference EP technique in
Soviet Union were in 1964 {14].

In recent years, a special portable radiotechnical iono-
spheric complex [l17] has been built for integrated studies of
the propagation of radiowaves and the ionosphere by the techni-
ques of PR, CM, PS, VS, ED, and EP, together with IS, and so on.
Using this complex, we took the first comb’.ed measurements with
the PR and IS techniques.

From the nature of radiovhysical studies it follows that
the propagation of radio waves (theory and experiment) is a vital
constituent of this work.

Making numerical calculations of effects that are of inde-
pendent value and are used in comparing tlicory with experiment
and interpreting the latter requires that working models of the
medium and its inhomogeneities be developed and used, along with
statistically reliable data on the parameters of the models for
characteristic medium states.

The results of integrated radiophysical studies considered
in this article embrace all constituent parts: formulation of
the theory and techniques of calculating effects, obtaining and
analyzing initial ratios used in the measurement techniques, and
interpretation of experimental data; develcping appropriate
models of the medium, building and developing technicul facilities
for research, developing methods for taking measurements, process-
ing them, and interpreting their results, and taking the

[y
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measurements. We present illustraticns cof scme cf the mest inter-
esting and regional, in our view, results of our investigations.

1. Developing a Model of the Ionosphere

By model of the medium we mean a global dependence of its
parameters on coordinates and time. The extent of detail and
the completeness of the model depend con its purpose. The fullest
model is required when develcping a theory of the formation,
existence, and therefore, for predicting the model and its proc-
esses in the medium for other sets of conditions. Complete
models of the medium at the present time are developed usually
as a result of agreement at scientific conferences of the Commit-
tee on Space Research (COSPAR). Such, for example, is the cT1RA-65
model (COSPAR International Reference itmosphere 65 - the year
the model was adcpted) and the new IRA-70 model being developed.
The parameters of neutral and ionized regions of the medium in
these models are presented in tabular form for the characteristic
medium states obtained by generalizirg experimental data.

|\
o~

Depending on the precisicn required, the type of problen,
and so on, given simplified, so-~called workina models of the
medium are used in making calculations of the propagation of
radic waves. For example, the working models of ionosphere N or
USW and SW can differ widely from each other. Thus, in calcu-
lating the propagation of USW when the Earth-Space path extends
above the maximum of N in the ionosphere region Fj, details of
the lower ionosphere regicns need not be taken into account in
working models of N. The errors in the calculations of effects
for USW that develop are usually within the limits of units of
percent.

In 1949-1951 the so-called working parabolically-exponential
model of the ionosphere and exosphere was developed [18 19, 20],
widely used at present. A particular example of it is in [21].
It agrees with present-day experimental data. The analytic
representation of this model is as follows:

N (z, x5 y,) = Ny (2, X0, Yoh (14)

whare
0 , 2K 2,
9 —2
Y@= 1—(—2m)em , 2, <2< 2,
’ 2

V(2 Xo, Yo) = d
qﬂﬂ:mew(uyﬁwyg%
p

%

Yis the so-called shape function (defines the distribution of
N over z), z is the instantaneous altitude above the earth's

-~
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surface; x, and y, are fixed horizontal coordinates; zg, 2y, and
z_ are the altituges of the lower limit, maximum, and conjugate
pSint of parabola ¥; with exponential of ¥, of model (4), z, is
the half-thickness of the parabolic section of 7, and Hp is the
reduced altitude of the outer ionosphere, determined by the
familiar formula:

T (5)
H, = AT | malzy
T
‘ v —_ . .
in (5), T= 7T~ T m is the mean-weighted mass of the mixture

of ions in the outer ionosphere, a(z) is acceleration due to
gravity, and k is the Boltzmann constant. The parameter Hp in-
creases with altitude z, which is related to the decrease of
m;, and also related to the increase of T with altitude. When
Hp is constant in some interval z, the function ¥2 takes on the
familiar simple form: ,

R (z)==nce>:p(——z-;z° \}. (6)

L

The parameters zo and nco are determined from the condition of
conjugation of the functicns ¥; and ¢2 in (4) (the functions

¥1 and ¥ are equated to their derivatives in z). Thus, for

specified zp, zy, and Hp. we get:

2. 2 — Hp -+ ] /H,':; —,l:ﬁ—;. ne==2Hy, (2. — zu). (7)

In the actual calculation of the propagation cf USW, instead of
the variable Hp, as an extension of model (6) and simplification
(4), the outer part of the ionosphere up to altitudes of several
thousands of kilometers can be approximated, for z > 2z, with two
exponents [1, 21], and up tc altitudes of 600-700 km -- by single
exponent with constant Hp. Initially, the model (4, 6) was
derived by the author of [18, 13], based on semi-empirical consid-
erations using then-inadequate (1949-1951) data on the outer
ionosphere. Importantly, even then the lower-ionosphere Ng was
smaller than for the outer. Later, this model was found to agree
with accumulating experimental data. So situations were also
encountered when models (4) and (6) were interpreted theoretically
with the aid of Egq. (5). Sometimes the exponent (4, 6) commenced
directly from the altitude zy (2 ~2v ). However, this model

was not physically realistic (dN/dz suffers a discontinuity when
2 = zy), and for small H,zz' , the value of Hp can differ widely
from its value in (4, 6). To allow for the possible asymmetry

of the profiles of N(z) relative to 2y in the neighborhood of

NM, in (6) we can replace zy when 2y <z«z Dby a larger value
than for z < zp.

A further approximation to the actual situation is including
in (6) and (4) the horizontal gradients of the model parameters.
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AT



b

’
-

S

-

Since the parameter Ny is usually the most important and subject
to the greatest changes, to the first approximation, considering
only the gradiants of the latter. we can write:

Nty 2= Nulx, Y- (8)

Typically, in this case the relative horizontal gpadient Y (z)
does not depend on altitude. Therefore, it can be determined by
the VS method for the value YM =7{z4) . The function of Ny in
(8), just like other parameters of the models (zM, 2zp, Hp) can
be approximated to any precision from the horizontal coordinates
using a broken line.

Two models have been used for the major inhomogeneities of
the medium: the quasiundulating and the triaxial ellipsoid,
forming or not forming a statistical ensemble along the beam
{7, 22, 23, 24].

The parameters of these ionosphere models must be taken
from statistically reliable data for the characteristic ionosphere
states: depending on the geographical position of the path (for
example, middle, high, and low geomagnetic latitudes, polar cap
regions, high latitudinal and equatorial depressions), time of
the day (day, night, sunrise, sunset, and time of pre-sunset
depression), season (winter, summer, and equinox), and solar
activity (high, low, and average), with or without the presence
of magnetic perturbations in the ionosphere, and so on. The
model (4, 6) is not unique.

2. Development of the Theory in Calculation of the Effects in
the Propagation of Radio Waves. Startiting Ratios of Methods of
Measurement and Processing of Experimental Datas

Various orthogonal coordinate systems were used. One is
the rectangular system (X1, X3, X3) with its origin at the
observation point A (the axis Xj is directed along the tangent
to the beam at A, X2 -- from A to the atmosphere in the vertical
plane, and X3 is horizontal). Coordinates taken along the beam
(length s) are related to each other by the equation of the beam.
As the independent variables, s (conveniently for SW) or one of
the threr coordinates are selected.

From the eikonal equations (EE), using the method of
characteristics, one converts to the systems of ordinary differ-
ential equations of geometrical optics (SODEGO) equivalent to
EE. Further, by the method of iterations, the EE or the SODEGO

3 This problem is examined in more detail in (25, 28] and also
in [7, 20, 26, 27].

) .
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are solved and working formulas are obtained for the effects
described. For specific models of the medium, its inhomogeneities,
and the magnetic field, calculations were made by the numerical
solution of the SODEGO on an electronic computer. The inicial
conditions of the SODEGO were specified dually: at observation
point A [5, 20, 25, 26, 27]) or at the location of the radiator

B [5]. The final solutions to the problems of the first and
second types naturally must agree, but the approaches and diffi-
culties of calculations differ. The simplicity of obtaining /8
solutions to the SODEGO by iterations depends on the choice of __
the zero iteration. For example, when the rgy is near-linear

(for example, USW in the earth's atmosphere and in the inter-
planetary medium), it is convenient to take as the zero iteration
the solution for the homocgeneous medium (in particular, the
vacuum), and for the SW beam -- the solution for the stratified
medium. In subsequent iterations, corrections can be introduced
for the horizontal gradiants. To obtain the first iteration,

the values of the sought-for functions in the zero iteration are
substituted in the richt side of the SODEGO and the SODEGO is
integrated. The subsequent iterations are obtained by repeating
the operations described.

As a result of solving the SODEGO, two groups of approximate
formulas of the effects were obtained [5, 18 19, 25, 26, 21] of
different precision levels: the so-called iteration formulas
(I, II, and subsequent iterations) and the formulas of approxima-
tions (first, second, and so on). The formulas of approximations
were derived from the iteration formulas, leaving in the expan-
sion the sought-for gquantities and n(l1-3) in a series in powers
of ap,e and its derivatives in coordinates. Owing tc the cum-
bersomeness of the formulas, let us limit ourselves to the
simplest case of quasi-longitudinal and the first high-frequency
approximation in « and abj, (3) in the rectangular coordinates
X1,2,3. Allowing for the determination of the effects (see [5,
25, 261), the following expressions were obtained:

x

1 R t R dX 1 b(U)dx
=-—‘§‘§aoodx j: aoodeXl, AL=T§aoo F g Saool— 1Y

o

(b )ro,m (l —_ —)i‘(—l-) dX,F

Sty

! X, 1
A, Ae = ———;—' 10,01 (1 — '—“) dX, £ 5

R

Oty 3

R
:F "2’11‘{‘ \A aoob(l?%.'}dxp
R R o
— 26 Foa = vrtn + vpR ™" | 1o XidX, + R | X, s vnnabln
0 0

R R R
:tva" g((zr.b,_)l,,x,dx1 + v, R g(abL)o,X dX, +vpR’ ! gaooopdxl + (9)
° 0 0
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R R
R R A
4 0

R R
2oFof ™" = apbfion+ pR™ [ (@bi)io X\dX, + 0o R [ (oo XX, +
. v 0
ad (b
ot

R R R
+ R ) ap Y2dX, -+ v, R \ b MdX | + s DodX,; & =
0 b +

0

Here a= a(X;, X, X, ¢ » R is the distance from the observer

A to the radiator B, the subscript p refers to B, a.=a(X,,0,0,1)
vrpe 1s the projection of the velocity of the radiator on R (X1)
X2,and X3, respectively. c¢ is the speed of light in vacuum,
ano = C2/0X,3 when X2,3 = 0, (similar to (abi)om ), br,23 are the
projections onto X3,3 of the quantity , fp is the Larmor
frequency component that is normal to the rectified ray (line
AB), the superscript O_refers to the zero iteration (rectified
beam) ; the sign + (or +) refers to the ordinary (upper sign) and
extraordinary (lower sign) rays. In particular, it is of inte-
rest to note that the ratio of the first approximation AL = -AR
known for an isotropic plasma no longer appears in (9). By neg-
lecting the magnetic fields, the resulting ratios transform into
the familiar formulas for an isotropic medium [5, 25, 26]. For
the "infinitely removed" radiator (including for the case of
"astronomical refraction"), it is sufficient to let R— = in (9).
Recursion ratios were derived, for determining more correctly --
than has usually been done until the present time, at
what iteration one must stop in order to obtain the formulas of
these effects in any of approximation in « .

’
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TABLE 2. ABSOLUTE AND RELATIVE CORRECTIONS 6A P AND §AR FOR THE
HORIZONTAL EXTENDED GRADIENTS OF THE ELECTRON CONCENTRATION IN
THE IONOSPHERE

[+ Z, X
Angl |L0r- Km
of loc.
(deq) "?C" b o940 320 400 600 800 1000 4000
tlonsl
min 10 37 52 51 39 27 —10
qgasa 75 88 83 70 52 37 —15
10 m 0,8 36 6,0 88 9.9 10 1
8AR% | 65 7 74 70 69 68 67
min 36 13 18 15 6 —16 | —25
dAB% | a7 43 42 28 12 —33 —61
20 km 03 1.9 39 73 94 1 12
8aR9; | 42 58 66 78 85 90 96
min 0,7 1.8 1,6 —12 —47 | —T4 —16
??ﬂga 15 12 8 —6 —23 —39 —1927
45 it 0.1 04 0.8 16 2.1 25 29
SARY; 16 20 23 28 32 34 3s
min 0.1 0,1 —04 —30 —5,4 —74 —lo
8ARY 8 2 —4 —923 —45 —69 —186
60 0003| 02 0.4 0.8 1.0 12 1,4
SARY, 9 12 13 i6 18 20 22

The_ ionosphere parameters are the same as in Table 1l: bl =
2.82.10-2, vy= 7.14.10-* km~l. The values of the corrections
are absolute and are expressed in percentages of the values of

the effects for a stratified atmosphere.
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Fig. 1. Dependence on b2 of the maximum
rzlative error Dpax &8 of the calculation
of the vertical refraction AR by the for-
mulas of the first ( ) and (_ _ _)
approximations for different elevation
angles of the ray Ba (see the ionosphere
model in the remark to Table 1).

The errors
of these derived
approximate for-
mulas are deter-
mined by comparing
the calculation
of the effects
according to them
with an exact
calculation by
a numerical solu-
tion of the SODEGO
on an electronic
computer, and also
by comparison with
data of measure-
ments taken under
the same f‘or
similar) conditions
(Tables 1 and 2;
Figures 1 and 2,
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and also [13, 12)). The crrcrs of the formulas of the first and
second approximations and the range of applicability for a spher-
ically stratified ionosphere are illustrated for refraction
(similarly for other effects) (Fig. l1). We zan see that the
errors of formulas of the first approximation become appreciable
when b2 > 0.1 and Ba € 30°. This trend can also be traced in
the dependence of AP on the coordinates calculated by the formula
of the first approximation and iteration I and "exactly" by the
solution to the SODEGO (Fig. 2). Here, the large decrease of

Af and the errors of the calculation based on these formulas,
with increase in B, is typical. The presence of positive
gradients of ¥} and M1 (Table 2) leads to a decrease {(and in the
case of positive gradients -~ to an increase) in the calculation
precision, presented in Table 2, of effects both according to

the formulas of the first approximations as well as those in
iteration I compared with the calculation for the stratified
ionosphere. Even for a relatively small b2 (b2 = 3,134-10-3),
the errors according to formulas of the first approximation and
iteration I, when horizontal gradients are present, can sometimes
exceed by more than one order of magnitude the errors of the
formulas for the stratified ionosphere. For a large incoming

ray angle Bp (Ba =z 45°), the formulas under the first approxi-
mation and iteration I (even when horizontal gradients are
present) give a relative error £ 5 percent for b2 ~ 10-3 and

¥ 10 percent for b2 ~ 10-1,

Zz’;;;ﬁ_w".:f‘fo" 20° 20° 10° 10°
1800} !

1600
12001 W \
1200
1000;
600
600y
400

It was found that the role of
the terms in effect formulas of
higher order relative to a for
inhomogeneities is greater than
for the formulas presented in
Figs. 1 and 2 and in Table 1 for
regular ioncsphere models. Exact
and approximate formulas of these
effects for the stratified iono-
sphere reduce to quadratures. They
200 ?ere also obtained and analyzed in
0 L L . 1. 29]. O{ interest is the fact that
oo 260 J00 4f, min ionospheric refraction AR as the
function of the elevation angle
Pgp for a finitely removed irradia-

Fig. 2. Dependence on tor reaches a maximum not at Bpg =

altitude z (km) of the 0, but for the infinitely removed

vertical refraction AP irradiator -- at Pg = 0, and also .-
(angular minutes) for of interest is the principle that

different beam elevation at some finite altitude for a

angles B, obtained by fixed Pp # 0 the refraction reaches

exact calculation by the maximum. This can be seen in

[Continued on following page] Fig. 2.
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[Continuation of Fig. 2
on preceding page]

solving SODEGO on an elec-
tronic computer ( )

and by calculation accord-
ing to formulas of the
first approximation (_._._)
and in the first iteration
without allowing for hori-
zontal gradients (cf. para-
meters of the working model
of the ionosphere in the
remark to Table 1).

A}, angc
5! 2t |min

T

7 7 a6 023 Bk deg

Fig. 3. Dependence of the

vertical refraction AP (angu-

lar minutes) and phase lag
AL (km) on altitude Z (km),
and the elevation angle fig
(deg) in an ascent (1t ) and

descent () of a VsP [13, 5]

that the frequency 48 MHz.
The time of the experiment

was 12 October 1967 from 18:15

to 19:07, local time.

These theoretical and =xperi-
mental studies of the errors in
the approximate formulas made it
possible to develop universal
plots that are convenient for prac-
tical use [20] (for example, for
the isotropic plasma they are vir-
tually independent of the parameter
b2) and permitted the determination
of their range of applicability.

In an integrated experiment

{13, 12] using rocket (VSP) simul-
taneously with several techniques
(EP, ED, IS, and VS), these effects
were measured along with the ver-
tical profiles of the ionosphere
parameters for the first time with
allowance for their horizontal
gradients and transierts for vir-
tually the entire range of the

5 elevation angles and up to the
"altitude ~ 4000 km. Here, inci-
i w77 7 km dentally, for the first time it

was possible to solve the difficult
problem of allowing for the
horizontal gradients in the
determination of the effects [5].
To illustrate, Fig. 3 presents
the experimental dependences of
Af and AL on altitude z and
elevation angle g (VSP). The
nonuniqueness of the values of
Ap and AL in the ascent and descent
of VSP is accounted for by the
nonsteady state nature of the
medium in the transitional time
of the day. A well-defined sharp
maximum of A} at the altitude

~ 650 km as Pg ~30° and the
strong decrease in Ap} with increase
in altitude are caused by the

rapid rise in the elevation angle of the VSP and agree closely

with calculated data.
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Fig. 4. Dependence of
the correlation inter-
val Tcp of fluctuations
in the Faraday angle on
the satellite elevation
angle B for fixed alti-
tudes z ((v;7¢r)/a is a
dimensionless parameter,
v; 1s the velocity of
the AES transverse to
the beam, and a is the
size of the inhomoge-
neities along v;). When

B 220-30°, the parameter
of (v;7op)/a is virtually

independent of f3.
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Fig. 5. Dependence of the
local-angular AP and lateral

Ae¢ refractions on the local
angle Pg @¢=y_p,) and azi-
muth €g (Ae = E - €3 ) of an
irradiator due to ellipsoidal
inhomogeneity for a fixed
azimuth and several angles

of the location sign of the
inhomogeneity center. The
altitude of the inhomogeneity
is 300 km, the horizontal
distance is 120 km, the fre-
quency is 20 MHz, the concen-
tration in the inhomogeneity
center Ny = 105 electrons.cm™3
(q = 8.07f-2 Ny, where f is
in MHz, and Ny is in 103 elec-
tron.cm-3). The height of the
irradiatoxr was 1000 km.

Detailed studies were made of the effect of horizontal

gradients ( viMowy

) of the main ionosphere parameters

(Nm, z2m, 2)) and the geomagnetic field (ﬁ) on the effects described
in the propagation of 8W [5, 25, 27] and USW [25, 27). The
effect of elongated horizontal gradients Y; on the progation

of USW is illustrated by Table 2. The allowsnce for magnetic
field in the calculations of the effects is appreciable in sev-
eral cases. Thus, ABS and AL obtained with and without allowance
for H at the altitude of ionization maximum when Bg =~ 10° for

f = 20 MHz can differ by 25 percent. At other elevations and
for Bg >10°, this difference becomes less. It was found that
in order of decreasing influence on the effects, we have:
horizontal gradients of the critical frequency (7i), gradients
of geowmetrical parameters of the ionosphere models (uj, "),
major inhomogeneities, and geomagnetic fields.
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Interest in sporadic components of the effects and in the
inhomogeneities of the medium has grown in the course of time.
There are inadequate experimental data on their statistical
characteristics. We derived formulas for coupling statistical
characteristics of fluctuations in effects (dispersion D and
correlation functions K) with the parameters of ionosphere
inhomogeneities, with which the latter could be determined based
on recordings of sporadic components of the effects (ED and EP)

[5, 28]. From data of a calculation made of the dispersion of
effects for a statistically inhomogzneous region in the form of
several statistically homogeneous layers, the dispersions were

found equal to the sum of the dispersions due to each layer if /13
the interval of the correlation of fluctuations in N in each -
layer is somewhat smaller than its thickness.

Similarly, from the coupling of the correlation functions
of the fluctuations of effects and of N, it was possible over
the experimental time interval of the correlation of effects

Tk to determine the inhomogeneity dimensions [16]. Fig. 4 shows
this possibility when B Z30°.

Major isolated inhomogeneities can be encountered in the
atmosphere, including also artificial inhomogeneities, when the
statistical approach to analyzing effects caused by these inhomo-
geneities is inapplicable [2, 5, 23, 20]. Fig. 5 illustrates
the calculation of the local-angular AP and lateral A€ refrac-
tions for a "fine" ellipsoidal inhomogeneity for different local
angles ¥ of its center. Typical of the Doppler frequency shift
Fg are the large values of |Fgl if the irradiator is within the
inhomogeneity. More detailed calculations of the effects for

undulating inhomogeneities are given in (., 24], and for ellip-
soidal ~-- in [22, 24].

qﬁ)

Owing to advances in experi-
mental IS methods, it became
necessary to develop the theoretical
basis [5, 28]. The effect of colli-
sions on the spectrum o (v) and the
integrated diameter 0 ~f incoherent
scattering were examined. In con-
trast to earlier studies, the prob-
lem was solved on the general

assumptions, with allowance for the
magnetic field, and without employ-

—
ry

It J, N

g azuamuozzur.og;

Fig. 6, Spectrum of ing the Nyquist theorem that is
incoherent scattering debatable for use in ionospheric
for various ratios conditions. Fig. 6 illustrates the
7= Te/Ti of electronic effect of ¥ on o(w). Clearly,

and ionic temperatures o(w), with allowance for colli-
[Continued on following sions, is much narrower than in
prage] the collisionless case in which

15
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[Continuation of Fig. 6 there is no "peak" at the fregiency
on preceding page] {2; of the ionvacoustic waves, which
and various values of the hampers the use of the crdinary
collision parameter P = technique of spectral interpreta-
v/Q; =3 (P = 0, colli- tion. However, even in this case
sionless case) from the shape of the spectrum one

can estimate Te, Ty, v, and N [28].

The studies [5, 28) also examine a function appearing in
0 (w) and cause by the intrinsic oscillations of ions (including

gyroresonance). It was shown that in the D and E layers (Vv »8j),

the magnetic field weakly affects this function, and therefore,
gyroresonances disappear even in transverse propagation. A cal-
culation was made of O (w) for the nonmaxwellian function of the
distribution of electrons by velocity. Preliminary "heating" of
the atmosphere leading to a different distribution function is
evident only when there is a significant excess of the Debye
radius d over A, and in the case of practical importance X > d,
the "peak" in o0{(w) increases only at a frequency f2j. At the
same time, signals appear at the combination frequencies vy =

w; + Y2, where wi,2 are the frequencies of the "warming" and
sounding fields, respectively. 1In this case, 0 in the Born
approximation at the frequency wWx depends {7, 28] on the relative
orientation of the electric field or vectors of the "warming"
and sounding radio waves and is proportional to the plasma gra-
dient ¢ .

3. Illustrations of Measurements and Comparison With Treory

In measurements at widely scattered points using EP and ED
of coherent signals from vertically travelling rockets, it was
possible to obtain and taken to consideration the profiles of
horizontal gradients and transients of N and Ng, and also the
magnetic field inhomogeneity, sphericity of the earth, and when
necessary, also the curvature of rays [l1, 7, 13, 12]. The
corresponding profiles of Ng, N, 9Ng/ot, Mg, and Yy, that we
obtained up to great altitudes ( = 4500 km) are in [5, 13, 12].
Evidently, for the first time measurements of AP and AL over
wide range of angles Pp and altitudes is illustrated by Fig. 3
from [5), with allowance for horizontal gradients and transients.

In satellite measurements, transients cannot be taken into
account up to sufficiently high altitudes [21, 1] or-a correction
can be introduced in approximate terns for it frc.n experimental
data [1, 13, 10, 30, 12].

/14
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o Our satellite measurements
of total relative horizonrtal

o9 gradients of Np (the gquantity
Yop and azimuth €y) at middle
and upper latitudes [5, 13, 15,
31], carriea out through the
availability of widely scattered
observation points, are essen-

i i 1f2z70 tially the first that are as

o - ! — complete and integrated. These

364 Js8 77z Z5% km measurements in EP and ED also

open up the possibilities of

Fig, 7. Time function of obtaining statistical character-
the pass of the Kosmos- istics of effect fluctuations,
321 satellite (26 February N, and ¥ [1, 5, 7, 13, 16, 32,
1970) of the total rela- 33]. Figs. 7-9 ¢ Hw the depen-
tive horizontal gradient dence Of Yop (its magnitude and
Yop | ) and azimuth the azimuth €,) on the orkital
€, (_ _ _) in the ML pass time of the AES in the ML

x
(Fig. 7), tre relative gradient

Yo in the direction of the satel-
lite's Pas8 in the HL (Fig. 8), and the mean-monthly relative
longitudinal gradient as a function of the time of day (morning)
in the ML (Fig. 9). Evidently, these data can be regarded as
typical and we can generalize it as follows: in the ML, in the
daytime Ygp S 5-10=3 km~1 and is directed approximately northwest;
at night it is approximately one order of magnitude less and has
no specific direction. In the HL, at night a Yop = (L-3).10"
km-l, It was found (in particular, in spring of 1970) that dur-
ing the sunrise in the ML the direction of Yy, changes from
southwest (at 5:00 local time) to the southeast (at 7:00) and
again approaches the southwest at 9:00. The gradient ¥y along
the satellite orbit in the HL change from 3.10~3 km-l1 (the flight
was approximately west to east) to 1.10-3 km~l (flight to south-
east). An individual case, anomalously large gradients were
observed in the HL (for example, 1.5.10-2 km~l). The longitudinal
gradient Ypl., which is at an extremum in the transitional time
of the day, can in the seasonal and cyclic trend change in the
ML by approximately one order -- from (1-5).10"3 to (2-4)-.10-4
km-1l, and less, in the HL. The la“itudinal gradient is smaller
than the longitudinal; it is smaller in the ML than in the HL;
it is observed at any time of the day; and from night to day in
the ML it changes from (1-2).10-4 to (5-7)-10"4 km-l. The gra-
dients dNp/ds, measured with a high precision by the differential
ED technique made it possible to trace guite subtle changes in
Ng,, (including long-scale quasiundulating and cloud formations)
and to obtain the statistical characteristics [1, 13, 15, 34, 11].

Diurnal and seasonal de endences of Ng, which we obtained
during the cycle of solar activity (SA) in the ML and HL cof both

o
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hemispheres from EP and ED signals o

f the AES, and also most

comj letely 1in the ML at a high SA by the IS technique are

descriced 1n {5, 15, 13, 14, 35). W
other reliable investigations. In p
equinox was much larger than during

depressions of Ng, and their diurnal
were reliably traced. The depressio
first of all, the nonmonotonicity in
N first reliably traced by Ya. L. Al
by satellite measurements using the

obtain approximate values of N along
developed the so-called method of th
Ya. L. Al'pert -- see [1] -- [21] (t
conditions were derived and verified
mentally). Also developed was a met

e agree with the data of
articular, Ng in the ML at
the summer [15]. Latitudinal
shifts in the HL and ML
ns evidently account for,
the inclined profiles of
‘pert and ourselves, cbtained
EP and ED techniques. To
the orbit of the AES, we
e equation chain proposed by
he necessary and sufficient
theoretically and experi-
hod of determining N in

satellite and rocket measurements by solving equations 2f the

Volterra type relating the frequenci
5, 7, 15].

To increase the precision of me
ED, the components of EP and ED were
four frequencies experimentally and

other effects proportional to f-1, £-

26, 20, 5, 25}. 1t was shown concre
and a considerable rise irn the preci
coherent frequencies (for example, 2
ence ED technique must be used at th
by limiting cneself to & single pair
convert to higher frequencies, takin
preserve the high resolving power of
[37].

R
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Fig. 8. Relative horizontal
gradient Y5 in the direction of

flignt (azimuth ¢ ), obtained
from recordings of EP at Arkhan-
gel'sk and Murmansk (zg = 330 km)
as functions of the orbital pass
time of the Kosmos-21 satellite
(1 February 1970)

es Fga and F with N [36,

asurements based on EP and
investigated at three and

theoretically, along with

2, £-3, and £-4 [15, 31,
tely t.nat for reliability
sion cf measurements, at low
0, 30, and 40 MHz) the differ-
ree and mor= frequencies or,
cf frequencies, one must

g some special measures to
the techniques in so doing

i 19! km.l

ap
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6.00 700 400 Tt
Fig. 9. Gradient ygg of the

night electron concentration
beneath the satellite (alti-
tude Y., 1000-1300 km) in the
ML (we illustrate the maximum
of Yop ( = 6.10-3 km-1) in

the region of the sunrise
(7:30)) as a function of the
orbital pass time of the ex-
plorer-27 satellite (March 1970)



Quite full measurements of AP and AL were similarly pub-
lished in [1, &, 10, 12, 15, 31, 38, 11l]. Typical of the depen-
dences of A3and AL in individual satellite passes in the HL is
the weak (compared with the ML [13]} gagsyimetry of these curves
relative tc the parameter point of the satellites [15), indi-
cating the smaller effect of the horizontal gradients on these
measurements in thz2 HL than in the ML.

Of the gquantitative studies during the SA cycle of statis-
tical characteristics (dispersions and correlation functions C)
of the fluctuations in Np, N, and in effects for propagation in
the ML and the UL, using AES (noted in the introduction), the
following were most reliably traced [5, 13, 16]:

1) elongation of the major ionosphere inhomogeneities in
the direction "north-south" (the most probable dimensions of the
inhomogeneities in the "north-south" direction during the sclar
cycle in the day is 170 km, at night -- 130 km, in the "west--east"
direction in the day ~-- 120 ¥m, and at night ~- 90 km);

2) seasonal and diurnal functions of inhomogeneity charac-
teristics;

3) intensified (especially when perturbations were present)
nonregularity of the ionosphere in the HL compared with the ML.
(In the HL the correlation intervals Tx are smaller, and the
relative fluctuations in N, dNy/de, and Np are greater than in
the ML, therefore the random gradients in the HL are larger, but
the dimensions are smaller than in the ML (Fig. 10); and

4) a possibility of approximating the normalized autocorre-
lation function R(7) of fluctuations in Nj, when they pass through
zero in the form R (1) = cos yrexp(—ar)  [5, 13, 16, 32] and more /16
exactly, especially near zero -- in the gaussian form (the -
probable values of the parameters y and a were determined for
characteristic ionosphere states in the HL and ML) [5, 6].

Measurements by the IS technique first begun by us in the
USSR [2, 3, 4, 5, 7] have been steadily improved; their preci-
sion has been increased and the scope of studies has been expanded
[6, 35, 30, 40]. Errors in measurements of regular N and Ny, are
usually of the order of units of percent in the altitude range
150-700 km, while the errors in the measurement of temperature
and ion compositicn are of the order of tenths of percent and
higher -- outside this range. But for the measurement of
irregularities of these parameters, the requirements imposed on
the characteristics of IS facilities have been much increased.
The appropriate recommendations have been developed for this
purpose in [5, 40, 41] and are noted in [6].
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Fig. 10. Histograms of root mean square
relative values of ONy, and time intervals

of the correlation 7q of fluctuations in
N7, in the range of small scales and fre-
quency bands Af {Hz) of the energy spectra
0N for the middle and high latitudes (A --
for oNy,,B — for 7¢ in the HL; C and D --
frequency bands of the energy spectra AN,
for day and night, respectively, in the

ML, and E -- as above for the region of
polar lights in a period of strong distur-
bances)

These studies

by the 1S technique
began to be
integrated

in themselves;
they are conducted
with different
facilities with
different spatial
and time resolu-
tion and with
different nature
of operaticn and
i total embrace
altitudes from

60 to 1000 to

1200 km. It has
been possible to
episodically

obtain the details
of the profiles
of N in the D-,
E-, Eg-, E;-, and
Ep- reglons and
in the "valley"
between these
regions, and

also to investi-
gate major iono-
spheric inhomo-
geneities and
their motion

[31, 40]. One

of the two known
[2, 8, 4] inte-~

grated ionospheric measurements using different radiophysical

techniques, including IS, is presented in [4,

6, 12, 13), and

measurements in the same region using different IS facilities
simultaneously have thus far been conducted cnly by ourselves

[(35].

As a result of systematic

measurements (several days

in each season since 1965), functions of Te, T;, 7= Tg/Ti, N,
Ng, and Wi, have been obtained (evidently, the only ones in the
USSR), as well as altitude-time functions of AL and AP for

different seasons at higher and moderate SA.

The simultaneity

of the measurements throughout the region of the near-earth

plasma described makes them especially valuable for analyzing
physical processes in the ionization and temperature balances,
as well as the dynamics of the atmosphere as a whole [2, 8, 5,
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7, 13, 4, 35, 39, 40, 41]). Fig. 1l illustrates the diversity of
the profiles we obtained for N, Te, Tj, and 7 by the IS technigus /17
where different seasons and characteristic timas of the day.

In the profile of Ty, here the presence of a maximum in altitude,
which can be < 3000° K during the day, is typical of high SA.

It is most strongly evident in the morning and lies somewhat

lower than the maximum of NmF;, decreases with time, and by even-
ing lies in the vicinity of the maximum N, even higher, which
agrees gqualitatively with the theory of the thermal balance of

the atmosphere. The maxima of Tg can vary with time quite rapidly
(the initiation and disappearance of a maximum can appear in

10 minutes). The maximum Teg in our experiments, prepared with
other measurements at the ML (France, United States), shows up
more distinctly and more often. The cyclic change of T, in F2

(in contrast to N, is not clearly evident, which is related to

the characteristics of the thermal balance (the increase in N in
some time interval correlates with the decrease of Tg). At the
same time, with stronger SA Tj increases relatively more strongly.

The temperature equilibrium (Tg =~ Tji) is attained usually
approximately at the elevation ~ 500-700 km. However, not in-
frequent are cases (not only in sunset or sunrise) when in the
altitude interval in which tue spectra are measured ( < 700 km),
in the day the temperature equilibrium cannot be established.

At night, as a rule, the ratio 7 = Tg/Tj is not unity; its maximum
value can be 1.2-1.5 and as high as 1.8. In summer (31 July to

1 August 1969), an increase of 7T from 1 to 2 three hours before
sunset was observed. This cannot be explained by the transfer

of photoelectrons from the magnetically conjugate region f(here

the sunset occurs much later than in the region of measurement).
At equinox this effect is more weakly manifested. In the diurnal
trend of Tpax, a tendency of a change in 7Tpax in the "counter-
phase” with the altitude of 7,5, and with the altitude of the
ionization maximum ([35].

The IS method, in contrast to satellite measurements, can
easily obtain Ny values as a function of time up to any fixed
altitude in the measurement interval and trace several interest-
ing effects [35]. Thus, in the diurnal dependence, at the spring
equinox (1969), at sunset Ng even increases somewhat up to alti-
tudes in the vicinity of the ionization maximum, with time, but
decreases at greater altitudes, which indicates a certain diffuse
"streaming" of electrons in the region of increasing Ng. At
night and before sunrise, the increase of N at different altitudes
causes a corresponding increase in Np up to these altitudes.
Variations in Ny from day to day are observed, by a factor 1.5.

2l
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Fig. 11. Examples of diversity of the

profiles of N, Tg, and Tj obtained by
the automn - winter (27 November),
summer (31 July - 7 May [sic]), spring
(13 March), and time of day: local
morning, midday, and evening.

to night in order of magnitude from 10 to 2 deg.km~1l,

¥.el*cm-2

The transiency
of 2N/2t in the
diurnal course and
also in altitude can
have an extreme (up
to ten electrons per
cm3.sec-l. The tran- ,
siency and vertical :
gradients of T, com-
pared with T; are
subject to stronger
and more complicated
changes. At all times
of the day {(except at
night) aT /a3t has
characteristic extrema,
reaching a value of
the order 10-1 deg.
sec—2, and the profile
of the relative tran-
siency 7e disclose
extrema of the order j
of 10-4 km-1l only in
the transition of time.
The profiles of dTj/2t
are analogouvs (their
extrema are smaller).
The maximum values of
the vertical gradients
of OTe/02z are attained
usually below the
ionization maximum,
decreasing from day
At greater

altitudes (500-600 km), the gradient »To/0z is constant during
the day and on the average approximately 2 deg-km~l, which indi-
cates the existence of a stream of electrons from the magneto-
The gradient of 9Ti/0z in the altitude trend is positive
with a mean of the order of 2 deg-km-l in the 200-600 km interval.

sphere.

Sometimes, at altitudes of 200-300 km isothermicity of T; 1is

observed.

From the measurements by IS technique of quantities appear-
ing in the ionization and heat balances, the parameters of micro-
processes of the latter were investigated and determined (5, 6,

7, 39].

In the period of the 24 September 1968 solar eclipse, .

from measurements of N, 9N,/at, Ngj, Tg, and T;, using known
models of the neutral atmosphere and the calculated function of
solar eclipse, vertical profiles of the characteristics of
electron diffusion D (D = div Nv, v is the rate of diffusion),

22
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Fig. 12. Simul-
taneous measure-
ments on 26 Feb-
ruary 1969 (13:30
- 14:10) of the
noise intensity

Pn and scattering
intensity Pg by
the IS technique
(in units of code).
The strobes for

40 minutes were
placed at the alts-
tudes of 105 (1),
110 (2), and 11°%
(3) km. A flaw 2g
was detected that
was not observed in
Pn: therefore, it
is of ionospheric
origin.

intensity of ion formation q, and effec-
tive coefficient of streaming § (allowing
for D and g) were determined for the low
and outer ionosphere. It was found that
the predominant effect of the eclipse was
the relatively high temperature changes

in these characteristics. Ny shows vir-
tually no change, but Ny changes appre-
ciately (with a lag in the minimum relative
to the maximum phase of the eclipse), indi-
cating the major role of diffusion and
transport in the ionization and heat balances
in most of the ionosphere,

IS measurements of the fine structure
of the lcwer ionosphere regions, its inhomo-
geneities and motions are generally scanty.
"ur measurements (especially in the D-
region) [5] are among the first, Charac-
teristics, pos:ibilities, and difficulties
have been analyzed, as well as the require-
ients imposed on IS facilities for these
measurements [5, 13, 40] and illustrations /10
of the latter have been presented [5, 40].
Fig. 12 shows the initiation of a burst in
the scattering intensity Pg owing to a
shifting type Eg inhomogeneity. At the
velocity and direction of inhomcgeneity
drift anticipated in the experimental condi-
tions (v, =~ 40 m.sec~l, west to east),
the dimensions of the inhomogeneity were
estimated from the period of fluctuations
Pg: horizontal -- 14-24, and vertical --
5-10 ¥m.

The principal interfering factor of
a theoretical major in measuring inhomo-
geneities by the IS technique is the

partially coherent component Pg deriving from scattering by small
nonthermal plasma fluctuations and medium turbulences, and also

the neglected influence of collisions, etc.
instrumental difficulties arise.
characteristics of the IS facilities were established [5, 6,

Here also serious
The following recommended
31]:

range -- the short-wave section of the decimeter wavelength range,
special resolutions -- hundreds of meters, and units of minutes,
and smaller; and impulse intensity -- tens of megawatte and

stronger.

For a complet. correlational analysis, the use of

multibeam and multihase facilities is most radical [sic].

23



Frcom EP signals reflected from the Moon, in 1962-1966
investigations ([13, 18-~19], the rate dNp/dt of the change in
No between the Moon and the Earth and the mean electron concen-
tration N in the interplanetary space (between the ionosphere
of the Earth and the Moon) were determined. At the possible
limits to the values of Ng fror Earth up to 20,000 ¥m (from
1013 to 6-1013 electrons.cm=2). the values of N at night in March-
April 1966 vary fromr units to tens of electrons per cm3, and
the maximum value of 3Ng/at reached 5-108 cm-2 sec-l.
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STUDY OF THE MOON AND PLANETS AT THE KHAR 'KOV
STATE UNIVERSITY ASTRONOMICAL OBSERVATORY

N. D. Barabashov, deceased

The 20th century has been marked by the vigorous growth of
stellar astronomy. This led to a reexamination of the views of
stellar evolution and the nature of the internal energy of stars.

The human eye, aided with enormous telescopes, beyan to penetrate
into space to unimaginable distances -- billions of light years. /21
The most distant stellar systems were discovered. Deeper study -
of galaxies began.

The planetary world -- our solar system and near space --
had been studied very little and only few researchers had
devoted themselves to this field of astronomy.

This was caused by the desire to arrive at an idea of the
Metagalaxy as @ whole at the regions of the universe lying beyond
its limits. This situation was also furthered by the fact that
the study of stars, as self-luminous objects, is much easier and
gives more reliable results than the study of planets reflecting
solar light.

However, from the beginning of the space age, which the
Soviet Union initiated, by lauching the world's first artificial
satellite, the position has changed dramatically. Interest in
planets is steadily rising and their study from the space in
their direct proximity or even by use of spacecraft launched
from the surface of the Moon and the planets provides us with
altogether indisputable unambiguous results. Of special value
are the results obtained simultaneously from Earth and from space.

Photometric and spectrophotometric studies of the Mcon and
the planets have proven highly productive. The photographic
photometry of these bodies is through different light filters
with special treatment of the observational material began to
be first employed at the astronomical observatory of Khar 'kov
University by the author of this article. The investigation of
the physical properties of the Moon and the planets at the
astronomical observatory of Khar'kov University has acquired,
during the years of Soviet power, such a broad development that
it elevated this institution into the ranks of the leading
observatories, both in the USSR and abroad, in this research
area.
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The study of the Moon and the planets, as well as the proper-
ties of interplanetary space makes it possible not only to form
an idea of our nearest cosmic bodies and their evolution, but also
to solve several practical problems associated with the Earth.
These problems include refining our knowledge of the configura-
tion of the Earth and its internal structure, finding locations
of minerals, improving long-range weather forecasting, and also
studying processes taking place in the Earth's atmosphere, and
warning of the appearance in different parts of our planet of
storms and hurricanes sometimes erupting in populated areas
and bringing enormous destruction and human losses.

Zven before the beginning of the space age, attempts were
nade to investigate the Earth by methods that would permit study-
ing several of its properties as if the observations have been
taken out from the Earth's surface, but from space.

For example, V. G. Fesenkov, studying the photometric charac-
teristics of the upper layers of the Earth's atmosphere at twi-
light, found wvariations in the density with altitude. By measur-
ing the brightness of different points on the lunar disk in a
number of penumbra using spectrophotometer or light filters, he
determined the concentration of ozone in the Earth's atmosphere,
and so on.

The photometric method made it possible to determine also
the reflectivity of the Earth as a whole, since it seemingly
was observed from space. The author set out to achieve this
as early as 19218, It was done by comparing the brightness of
sections of the Moon directly illuminated by the Sun with the
sections illuminated by the Earth, which scattered at different
sides and therefore also onto the Moon the light from the Sun.
The illumination of the Moon hy the Earth is especially intense
and readily discernible at the time when the Moon appears to us
as a narrow crescent. During this time the rest of the Moon not
illuminated directly by the Sun is also visible and is faintly
luminous in the so-called earthshine. After the first quarter,
the earthshine is so weakened that it is difficult to detect.
This occurs because the phases of the Moon observed from the
Earth, and the phases of the Earth observed from the Moon are /2
mutually reciprocal. When the Moon appears to us as a narrow
crescent, the light from the nearly entirely illaminated hemi-
sphere of the Earth falls on it. After the first quarter, the
illuminated part of the Earth is much smaller and scatters onto
the Moon much less light. By comparing the brightnesses of the
regions of the lunar surface illuminated by the Sun with the same
regions in earthshine at different phases, and by conducting
the appropriate calculations, we found the so-called spherical
albedo of the Earth, which is the ratio of the amount of light
scattered by a celestial body in all directions to the amount of
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light reaching it from the Sun., It was found that as a whole,
the Earth scatters 43 percent of the sunlight reaching it and
this value can vary by several percent, de»ending on what part
of the Earth -- dry land, oceawns, or snow "r cloud cover --
reflects sunlight.

To determine the albedo of the Earth, we must find the law
of reflection of light from the lunar surface, which at that time
was not known. The author's observations showed that this law
difrfers sharply from the law .sed up to trat time. All the
characteristics of the law of reflection of light from the lunar
surface observed were explained by the author on the basis of
theoretical and experimental studies, as a consequence of the
extreme porosity and pitted character of the lunar surface. It
was shown that the characteristics of the law of reflection from
the Moon are caused not by major irregularities of the crate:r
type, but by fine pores and fragments, whose dimensions vary
from fractions of a millimeter to several millimeters, and that
this porosity was so great that the ratio of the area of the
surface covered by the pores to the overall surface is B0 percent.

Further observations conducted at the KhAO [Khar 'kov Astro-
nomical Observatory] showed that the lunar surface is made up
of spongelike, porous, and fragmented volcanic rock.

All these conclusions were confirmed by the daia of Soviet
automatic stations, the first to soft-land on the lunar surface
-- Luna 9, Luna 13, and also by the American Surveyor craft.
They were also confirmed by American astronauts, landing on
the lunar surface and bringing samples of lunar rock back to
Earth.

The concepts of the American scientist T. Gold thet the
surface of the Moon is covered with a thick layer of dust proved
incorrect.

It must be ncted that work was carried out in the interpreta-
tion and development of details and processing of the photographs
of the far side of the Moon transmitted to Earth by the inter-
planetary automatic station Luna 3 in Moscow, independently of
other groups (GAISh [State Astronomical Institute imeni P. K.
Shternberg]) under the supervisior of Yu. N. Lipskiy, in the
Pulkovo Observatory (GAQO AN SSSR ([Main Astronomical Obsexvatory
of the USSR Academy of Sciences]) under the supervision of A. V.
Markov, and in Khar'kov (KhAQO) under the supervision of N. P.
Barabashov. From these materials, the world's first map of the
far side of the Moon was compiled, then a globe and the atlas,
of which the author of this article was one of the editors. A
total of .198 newly discovered formations of the lunar surface
were entered onto the map.
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On 18 July 1965 a space rocket was launched from a satellite:
the rocket injected the Zond-3 Automatic Station into a helio-
centric orpit. Thils station obtained very clear rotographs oi
the far side of the Moon. The photographs taken with Luna 3 and
Zond 3 covered 95 percent of the far side of thie Moon. 1In the
castern secter of the far side of the Moon, 3374 formations were
captured cn the photcgraphs taken by Zond-3, about 200 of which
were named. It was founrnd that in the KhAQ that the lunar surface
is guite uniform, however there are regions on it where the
unifcrmity is more or less disturbed. From analysis it was
established that this disruption can be accounted for not only
by the Gifferent microrelief, but also by more essential factors,
for example, the presence of formations with different thermal
conductivity and dissimilar chemical composition. No major,
very discernible changes that would have strong influence on the
appearance of any region of the lunar surface were observed.

In October-November 1958, at the Krymskaya [Crimean] Astro- /23
physical Observatory, Doctor of Physico-mathematical Sciences,
N. A. Kozyrev, together with Khar 'kov astronomer V. I. Yezerskiy,
made spectrophotometric observations 0l several lunar craters.
In a spectrogram of crater Alphonsus, in the spectrum of its
central ridge N. A. Kozyrev detected a bright glow, which
evidently was caused by the escape of a gaseous jet. As a result
of studying the spectrogram taken in the Pulkovo Observatory,
the presence of compounds of carbon in the products of the gaseous
eruption on the Moon could be suggested. American astronomers
Greei.acre and Barr in 1963 observed cclor effects in the area
of the crater Aristachus, indicating, in their view, its volcanic
activity.

It must be noted that American astrcnomer K. E., Heamon
conciders that short-lived phenomena on the Moon, such as: the
appearance of red spots and patches, cloud patches, and bright
flashes in polarized light -- are an indication of the tidel
action of the Earth leading to fractures and shifts in the lunar
crust and the escape of gases with an abrupt change in the
thermal regime of regions of the Moon. 1n periods of eclipses,
this could be associatew with the action of corpuscular streams
from the Sun causing the luminescence of the lunar surface,
the appearance of volcanic activity, and the fall of meteor
bedies.

Some Soviet and foreign astronomers maintained the view
that the lunar surfaces of the same type and its different regions
have no color gradations at all. The avthor was able to show
that this conclusion stems from inadequate precision of measures
of observation used by them. In 1923 and in subsequent years,
the author made a series of determinations of the colors of
different areas of the lunar surface. It was found that colors
on the moon are very distinguishable.



Based onr. our observations, we can in general cutline repre-
sent the distribution of color on the lunar surface as follows.
The southern part of the Sea of Crises appears greenish, and
the northern -- rust-colored. The Sea of Plenty, in contrast,
is rust-colored in the southern region, and greenish in the
northern. The Sea of Tranquility is bluish. The Sea of
Serenity ;5 reddish in the center, but greenish bands are
observed along its southern ard northern margins. The structure
of the Sea of Rains is mottled with reddish, greenish, and
rust-colored regions. The dimensions of these patches vary.

The Sea of Storms is greenish, and only its southern extremity
appears brownish. The Sea of Molsture 1is reddish, and the Sea
of Clouds in which greenish patches are detectable. Alcng the
Crater Tycho distinct reiddish tones can be seen. The Cea of
Cold is reddish. 1In the center of the luna: disk and along
its southern limb are reddish regions, and the highland regions
adjoining the Sea of Tranquility are greenish. The bottom of
the Cirque Plateau is reddish. South of the Sea of Rains, five
very intense green patches can be seen. It must be noted that
many parts of lunar maria have a mosaic structure where small
regions with highly variegated hues lie closely together. The
author was able to photograph the color of lunar formations even
on ordinary color film.

In 1882-1890, the French astronomer Landerer based on his
polarimetric observations, concluded that vitrophyre, sand, salt,
and many other rocks not of volcanic originmay be on the lunar
surface.

In 1923, the author of this article, conducting longer and
more exact observations, showed that Landerer's method of
investigation was erroneous. On the basis of long-term okserva-
tions, we concluded that the lunar surface must consist of highly
porcus and fragmented volcanic rock. Turaceous lava and basalts
are most similar to lunar rock.

Later, students of the author also participated in observa-
tions -- V. I. Yezerskiy, V. A, Fedorep, A. T. Chekirda, and L.
A. Akimov, who confirmed and supplemented all these conclusions.
A photometric catalog of 172 points on the lunar surface was /24
piled and formulas were derived for calculating, with sufficient
accuracy, the illumination at any point of the lunar surface at
different phase angles. The latter feature is necessary for the
successful photography of formations of the lunar surface f.om
both Earth and space, as well as when landinog on the lunar surface.

Investigations of samples of lunar rock brought back to
Earth by American astronauts wholly confirmed the r.osults of the
author's ground observations. They showed that the lunar rocks
are not monocolored, but differ very markedly in coloration:
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they are black, whitish, reddish, greenish, bluish, rust-colored,
and other tones. It can be assumed that the color differences

in the surface layer of the Moon are appreciablv blurred by the
action of exogenic factors. The reduction in color contrasts

on the lunar surface could be a consequence of its bombardment
with sclar w.nd hydrogen ions, since atomic hydrogen at a high
temperature is one of the most powerful reducing agents.

Thus, the direct study of rocks comprising the lunar surface
completely confirmed the results of the ground observations of
the author and his students in that th2 lunar surface consists
of highly porous and fragmented rock and that the rock color
differs appreciably. Study of these samples showed that they
are similar to terrestrial basalts and gabbros. In content of
basic components, they are closer to the chemical composition of
feldspar achondrites (eucrites). Lunar rock alsc contains about-
16 percent iron and an increased content (compared with primi-
tive basalts on Earth) of elements such as titanium end several
others.

Let us assume that by comparing the chemical composition of
rocks of the Earth and the Moon one can resolve the question
as to whether the Moon was capturec¢ by the Earth or whether it
separated from it in the very remote past. If the composition
of the material in the mantle of the Earth and the depths of
the Moon coincide, it can be assumed that the Moon was formed
by separating from the Earth. Today there is every reason to
assume that the Moon was formed not less than 4 billion years
ago. Since the study of the Moon is of exceptional interest, it
will continue with the aid of spacecraft and from ground. The
latter will make it possible to compare the photometric features
of different areas of the lunar surface and thus to facilitate
selecting areas as the most suitable for spacecraft landings,
as well as of particular interest.

An exceptional achievement of our science was the landing
on the lunar surface of history's first Lunokhod-l, which was
driven by Earth command over the lunar surface for a good many
thousands of meters and conducted highly valuable analyses of
lunar soil at considerable distances.

In 1919 the author began photometric observations of Venus
with light filters. During processing of the photographs of
Venus it was noted that maximum brightness at the intensity
equator of the planet corresponds to a point for which the angle
of incidence of solar light and its angle of reflection to the
Earth are nearly equal, where the incident and reflected rays
lie in different sides of the normal to the visible surface of
Venus. In other words, the reflection of light from Venus is



mirror-like to some extent. Later, this conclusion was confirmed
by V. I. Yezerskiy and other opservers. We alsc showed that a
low-density atmospheric layer lies over *he opaque cloud layer

of Venus. It was found as well that the light of Venus changes
in relation to phase angle. This is associated with the scatter-
ing of light in the upper layers of the Venusian atmosphere and
its cloud layer, as well as with fluctuations in the altitude

of these layers. The author assumed that most of the mirror
effect is caused by ice crystal particles in the clouds of Venus,
similar to @altocirrus.

As our observations showed, the distribution of brightness
on the disk of Venus is associated with the appearance on it of
dark and light patches. An enormous dark patch on Venus was
detected by the author and observed by hi.a and colleagues at
KhAO on 30 August - 20 September 1964; its area was 20 million km?.
The analysis of photometric characteristi's of the observed spot,
made by us for the first time, suggested that this was an enor-
mous interruption in the upper part of the cloud layer of Venus
throuah which could be seen the lower-lying layer of reddish hue
or a cloud of some relatively large particles ejected from the
surface of the planet into its upper cloud layer and differing
from them in color. It is also possible that these particles
were formed in the cloud layer itself owing to changes in some
conditions, for example, temperature. In any case, the appearance
of the enormous formations observed at KhAO indicates that some
powerful processes covering large expanses occur on Venus. Thus
far we have only very hazy ideas of what is happening about the
cloud layer of Venus in the region inaccessible to cptical observa-
tions. Several alternative models of the Venusian atmosphere
have been constructed. The principal models can be taken as the
greenhouse, eolospheric, and ionospheric. Without describing
these models, let us say that at present after the flight of
the Soviet Automatic Interplarnetary Station Venera-4, the iono-
spheric model lost any basis, since it was found that the
planetary surface is at a high temperature. Also, the results
of direct measurements of the icnospheric plasma made by the
equipment of the APS Venera-4 showed that over the night side
the ionosphere of Venus is much thinner than the Earth's.

To extend the investigations ol Venus and to refine already
obtained results, in January 1969 two interplanetary stations
were launched in the USSR -- Venera-5 and Venera-6. On 16 May
the first station, completing a flight of about 350 million km
in 130 days successfully made an interplanetary space voyage and
descended smoothly into the atmosphere of Venus.

On 17 May, the Venera-6 station also completed a many
months'-~long flight along the Earth-Venus route. The station
entered the atmosphere of the planet approximately 300 km from
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the entry site of the Venera-5 station. The descending craft

of the station continued in the Venusian atmosphere for 51 minutes.

During the descent, measurements were made of the characteristics
of the Venusian atmosphere., Data obtained by the automatic
stations Venera-5 and Venera-6 essentially revised our knowledge
of the Venusian atmosphere. Whereas up to the surface of the
planet the temperature changes adiabatically, at the level of

the surface determined by the radar altimeter of the Venera-6
station (10-12 km), the tempecrature and pressure are about

400° C and 60 atm, while at the level of the surface determined
by the altimeter of the Venera-5 station (24-25 km), temperature
ard pressure can reach values of the order of 530° C and 140 atm.
The Venera-6 and Venera-5 stations brought to the planet a
pennant with a bas-relief of V. I. Lenin and a representation

of the State Code of Arms of the Soviet Union.

The automatic station Venera-7 landed on the surface of
Venus in December 1970 and transmitted sciencific information
directly from the planetary surface for another 23 minutes. In
this way was finally established that Venus has an unusually
strongly heated atmosphere. The temperature at its surface is
about 475 + 20° C, and the pressure is 90 + 15 atm.

Therefore, the conditions gy Venus are very different from
thos on Earth. However, to resolve the guestion as to the nature
of the surface vf the pl~et itself and to revise our knowledge
about physical conditions on it requires further, particularly
well-organized observations both from Earth, space, as well as
from the surface of the planet itself, i/hich of course involves
great difficulties.

The planet Mars, as the planet of the solar system most
similar to Earth, has also been intensively studied at the
Astronomical Observatory of the Khar'kov State Univevsity. There
the first detailed photometric and colorimetric investigations
of Martian photographs were made by the author of this article
as early as 1932, Later, these investigations were increasingly
extended and made it possible to reach the followina conclusions.
The Martian atmosphere is relatively highly rarefied. However,
the results oktained by different authors using different mechods
differ widely. Thus, long-term photometric observations gave a
mean pressure of 60-70 mm, spectrophotometric measurements gave
a mean pressure of 8-25 mm, while observations taken by the
American space station Mariner-4 sent to Mars gave a mean pres-
sure of less than 5 mm. The reason for these discrepancies is
that photometric observations are based on total absorption and
scattering of light by both gases and atmospheric aerosol.
Spectrophotometric observations pertain only to the gaseous
constituent and are therefore more reliable. Results obtained
by Mariner-4 cannot be reqgarded as wholly trustworthy, since the
determination of the altit'de to which this result relates is



unreiiable. The author, excluding the effect of the aeroscl
with all possible precision from his photonetric observations
found that the pressure at the Martiapr surface is 18-37 mm.
For long time neither water vapor or oxygen could be detected
on Mars. Recently, small amounts of both constituents were
finally detected, while carbon dioxide on Mars is probably
present in amounts several times greater than on Earth. Cne
can approximately present the following composition of the
Martian atmosphere: nitrogen -- 98.5; oxygen -- 0.l; argon --
1.2; and carbon dioxide gas -- 0.25 percent.

Photometric observations made by the author of reddish
light regions on Mars (so-called highlands) established that
when these are observed in red light it appears very level and
smooth, Our later investigations suggest that the "continents"
of Mars are covered with fine dust or sand with more or less
transparent grains, perhaps even slightly specular. In color
they correspond to ground ircn ore cr limolite, and also red
sandstone or reddish tufa, Perhaps these ordinary sands with an
admixture of iron oxide.

On 1 November 1962, for the first time in history, the
interplanetary station Mars-1 was launched in the Soviet Union
as part of a program of investigation of space and the planets
of the solar system. The principal mission of the launch of
this station was to conduct long-term investigations of space
during a flight to the planet Mars and to establish interplane-
tary radio communications. The station transmitted information
about streams of ionized gas ejected from the surface of the Sun,

the intensity of magnetic fields, and the distribution of meteoric

matter in space. It twice passed across meteor showers, one of
which had not been known earlier. The frequency of collision
with metecrites in passing through the meteor shower was appro-
ximately one collision every 2 minutes.

These results made a major contribution to the study of
space. The flight of Mars-1 station made it possible for the
first time to establish radio communications over an enormous
distance -- 105 million km. Beyond this the communications were
lost.

On photographs of Mars taken with the spacecraft Mariner-4,
Mariner-6, and Mariner-7 (United States) from a close distance
one can see numerous craters ranging diameter from several kilo-~
meters to several hundred kilometers., In the view of American
specialists, the clearly discernible details at the location of
the canals do not refute and do not confirm the hypotheses that
life exists on this planet.
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On the basis that craters were discovered on Mars, several
astronomers assumed that the Martian surface must reflect light
just as does Lhe Moon. However, this conclusion is wholly
unsupported. First of all, all photographic and spectrophoto-
metric observations contradict this. Secondly, our studies of
the lunar and Martian surfaces, as well as calculations based
on theoretical considerations, show that even on the Moon where
the craters are much denser than are Mars, the law of reflection
of light is basically caused by fine irregularities (microrelief),
and nct by large irreqularities of the types of craters and
cirques (macrorelief).

The American astronomer A. Young, from a distribution of
brightness along the disk of Mars based on photographs obtained
by Mariner-4, found that the altitude of the homogeneous Martian
atmosphere is approximately 1C~5 km, while the optical thickness
for the wavelength 0.6 uis 7 =0.03. This same investigator
also confirmed the author's conclusions that the reddish regions
of Mars are relatively smooth and probably covered with sand.
The low pressure in the planetary atmosphere was also confirmed
by the American automatic stations Mariner 6 2nd Mariner 7.

Observations at the KhAO also showed that the dark patches
on Mars called maria are much more uneven and pitted than the
highlands. The reasong for this phenomenon have not yet been
found.

Of particular interest are the seasonal changes in the maria,
lakes, oases, and canals on Mars. All these changes are insepa-
rately associated with a decrease in the dimensions (thawing) of
the polar caps. With the onset of spring and summer, the polar
cap begins to thaw, and from it toward the equator at the rate
of about 40 km per day the darkening wave spreads, which causes
the change in the shape and color of the maria and other dark
formations, improving their visibility. This wave reaches the
equator, and in autumn passes into the opposite hemisphere of
the planet. Here the oncoming darkening wave begins to advance
soon from the other polar cap.

We found that some regions of the Martian maria located in
the equatorial zone, and therefore [Or the entire Martian year
situated approximately in the same climatic conditions, for
most of the year are bluish, gray-bluish, and gray-greenish.
Between spring and autumn, some regions in these maria take on
a greenish color, and sometimes in the summer a brownish hue
appears here, 1In some sections of the maria and bays located
in the middle latitudes of Mars, the greenish and bluish colors
observed only in summer, on days when the Sun at noon day climbs
highest in the sky and the days become the longest., Additionally,
it was found that the closer a dark region is to the pole,
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the shorter the period during which it appears greenish. The
brownish and grayish-krowish tcnes are noted on the shortest days.
Objective methods of investigation used by the author at the
astronomical observatory of the Khar'kov State University estab-
lish that the Martian maria in general are reddish, but much
less so than their surrounding light highlands. Therefore, the
blue and bluish coloring of the dark Martian regions noted in
visual observations must to a considerable extent be considered
as resulting from simultaneous color contrast; color detail
against a colored rackground is more contrasty. The contrasty
color, as a rule, is close to the complimentary color. Thus,
for example, a yellow detail against the red background must
appear bluish or greenish.

Observations show that in spring and summer some maria
become less red, while others (true, small sections) take on a
greenish hue. The areas that only darken, but whose colors
remain unchanged, are perhaps only humidified locations. They
only darken in spring and turn pale in autumn. Phoicmetric
measurements showed that with the change in the times of the
year there is also a change in the roughness (pitted nature) of
the maria, and also evidently of the highlands.

A fair number of hypotheses have been advanced about the
nature of the Martian maria. However, many of them are only of
historical interest, while others have been rejected as incon-
sistent. It is quite clear that the Martian maria are not open
bodies of water. The idea that these are humidified locations
evidently is only partially true. The hypothesis of the American
scientist, McLaughlin, stating that the Martian maria are
deposits of volcanic ash and their outlines repeat the wind
directions in the Martian atmosphere, is artificial and unsup-
ported. The seasonal changes are interpreted by him as the
result of changes in the intensity of wind, humidity, and temper-
ature. Some scientists suggest that the dark regions -- Martian
maria -- are some kind of elevations of the plateau type. How-
ever, this hypothesis is quite artificial. The seascnal changes
occurring in the Martian maria are more naturally accounted for
by the existence in these regions of some organic life, whose
development depends to a greater extent on the incursion of
moisture from the thawing polar caps. We can only hypothesize
about the forms of organic life on Mars. Naturally, there is
no agreement on this problem.

Academician L. I. Oparin believes that life on Mars is
represented by low-organic microbes that do not require free
oxyger. for their existence. In the view of the French investi-
gator A, Dolfuss, on Mars there are only the simpl.st algae,
protected by a shell against the destructive action of solar
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short-wave and hard radiation. J. Kulper and the author of this
article believe that the simplest plants of the type of mosses
and lichens exist on Mars.

G. A. Tikhov suggested that there is plant life on Mars in
its higher forms --deciduous and coniferous.

Interesting considerations on the presence of plant life
on Mars have been made by M. Kucherov and Ye. Epik: "If there
were no plant life on Mars in Martian maria, with the course cof
time they would have been filled over with dust swept in by the
winds from the deserts of Mars during dust storms." 1In their
view, the Martian maria after the end of duststorms rapidly
take on their form appearance, sinc: the dust is shaken off by
the upper parts of plants and streams downward. We have been
witnesses of appearance of a new dark region on Mars., Qur observa-
tion was confirmed by the Czech scientists Rykl, Sadil, and
Kalaba. The region located at the site of the canal Gota and
Nepentes and called the Laocoon Node thereupcn became even larger
and more active.-

The polar caps, about 3000-4000 km in diameter in winter,
almost completely disappear in summer. In our view, they consist

of two components -- a thin and noncontinuous cover of snow or
frost, through which the reddish land of the planet can be seen,
and the atmospheric constituent -- fog and light clouds --

developing in the thawing of the polar caps. Sometimes both
components are observed, and sometimes only one. Sometimes both
components disappear. Quite often light formations appear in

the Martian atmosphere; they are at an altitude of about 10 km
and have, as shown by the author and his colle@nues, a thickness
of only 8-10 m. Observations showed that cloud formations on
Mars travel at the speed of 4-8 m/sec, that is, at a rate much
slower than on Earth (30-40 m/sec). Relatively dense clouds
appear on Mars fairly infrequently; therefore, the detailed

study of the atmospheric circulation on Mars is made difficult.

In addition to clouds and haze, sometimes yellow clouds appear

on Mars. They are of the same color as the light regions of Mars.
There is full reason to assume that they consist of fine dust
lifted by the winds from the surface of the Martian atmosphere.
Sometimes these formations spread for more than half the visible
disk of the planet, covering from the observer enormous expanses
of its surface. The dust entering into the clouds evidently is
very fine and light, sinc~ otherwise it could not be held for

long time in the rarefied Martian atmosphere. A\ partilicularly
intense dust storm in its atmosphere was observed on 1-15 September
1956, where not only the dark details of the surface were covered,
but also the southern polar cap, which at the moment of disap-
pearance had still appreciable dimensions. Interestingly, the



onset of the dust storm on Mars was preceded by the appearance
of large light formations. Thus, on 23 August at 23 hours 10
minutes Moscow time, the author at the Khar'kov Astronomical
Observatory, and subsequently astronomers of other observatcries,
detected a significant lightening of the region on Mars which

is called Argyrus. In the days following, the light formation
extended to neighboring regions and was not less bright than the
polar cap.

B

In analyzing the results, the astronomers concluded that in /29
this case hoarfrost or rime, and in part fog, had formed on
the surface of the planet. The light cloud formations are usually
discernible also in the morning and evening parts of the planet's
disk. It is probable that these very high morning and evening _
fogs, which are similar to our cirrus clouds and are often accom- ¢
panied by the precipitation of rime. '

Based on all the observations of Jupiter made at the astro-
nomical observatcry of Khar'kov State University, we arrived at
the following general conclusions concerning the physical condi-
tions on this planet. In our view, there is a very thin layer .
of gas over the visible surface of the cloud layer of Jupiter,
The dark and light bands constituting its visible surface lie
nearly at the same level. Rapid and appreciable changes on
Jupiter can be accounted for by the fact that certain gases that :
are past of the atmosphere on this planet are at the limit of ;
condensation and evaporation. Therefore, even very small changes :
in solar radiation cause them to pass from the liquid into the
gaseous state, and vice versa. Thus, the extent of the gaseous
layer over the cloud cover can change quite intensely. This must
alter the distribution of brightness values over the planet's L
disk, which has in fact been detected by.our investigations.

Our view of the Jovian atmosphere agrees with the opinion expressed
by several other authors, according to which the clouds forming

the visible surface of Jupiter can to a large extent consist of
methane droplets and ammonia crystals. Gases boiling at very low
temperatures can exist i1n the cold atmosphere of Jupiter (it is

5.2 times farthex from the Sun than is the Earth). This point

of view, the large red patch observed on Jupiter is most likely

(as indicated by R. Hoyle (United States)) is a stable, vertically
oriented column of gas or liquid. How valid this hypothesis is

we find it difficult to state. ;

After examining sketches and photographs of the surface of
Jupiter obtained by various observers, beginning in 1874, the :
author concluded that in spite of certain deviations, the follow- -
ing general regularity is noted. There the solar activity
maxima (usually 1.5 years before or 1.5 years after these maxima),
a broad dark band lies at the equator, and in the intervals
between these two maxima the distance between the margins of
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the equatorial bands becomes greatest. The perturbing action

of radiation during the period cf the maximum solar activity
evidently causes the formation of the dark equatorial band, which
when viewed through a telescope appears first pale, consisting

of numerous patches and inclined bands, and then increasingly
darker, more dense, and compact. In mass, Jupiter is intermediate
between a star and planet, since the body with a sufficiently
lurge mass exceeding one-hundredth of the solar mass according

to modern concepts is no .onger a planet; its own sources of
energy must originate on it. Radio emissions from Jupiter were
fir=t detected in 1955. Various investigators attempted to
explain the source of the sporadic radio emissions from Jupiter.
However, thus far there has been no wholly satisfactory answer.
The temperature of the regiocns lying at the level of the cloud
layer from which the radio emissions issue at wavelength shorter
than 3-5 cm, as well as the infrared radiation was found to be
140° C.

In 1963, in spite of the enormous distance of Jupiter from
Earth (590-600 million km), Academician V. A. Kotel'nikov and
his colleagues picked up a radar signal reflected by this planet.
It reached the radar 1 hour 6 minutes after it was sent from
Earth.

Much about the nature of Jupiter has already known to us,
but still there are quite a few controversial questions that
await resolution.

All observations made of Saturn at the astronomical observa-
tory of Khar'kov State University convince us that this planet
is quite similar to Jupiter. These observations indicate that
the layer of free atmosphere over the cloud cover of Saturn is
thicker than on Jupiter. This can be a consequence of the lower
temperature of Saturn promoting the greater freezing of ammonia
and its transition into the solid state. On falling out from
the atmosphere and entering the cloud layer, it liberates an
atmosphere that must consist generally of hydrogen and methane.
Dark bands, as our obtcervations showed, evidently lie above the
light regions of its visible surface. Saturn is very far from

the Sun -- 1.4 billion km; the temperature of its visible sur-
face is very low. At its upper limit it is approximately
-120° r, and based on radiomeitric observations ~- -155° C. 1In

spite of this, sometimes very significant changes occur on the
planet. Thus, in 1932 an enormous white patch splitting into
two parts and soon disappearing appeared in the equatorial

zone of Saturn. However, the photcgraphs taken through a red
light filter the author was able even over the course of a year
to observe the subsequent reduction of its brightness. It is
possible that here a large mass of freezing gas appeared, subse-
quently dissolving or descending into the lower-lying strata of



the cloud layer. Later very light patches and bands were also
cbserved to appear in the equatcrial and other regions of Saturn.

In 1926, the American astronomer W, Wright suggested that
on the photographs of Saturn that he had taken in ultraviolet
light the Crepe Ring projected onto the disk of Saturn in the
form of a dark zone of the width which corresponds to the distance
from the inner margin of Ring B to the surface of the planet.
However, this hypothesis was not confirmed. In 1933, photometric
measurements made by the present author firmly established that
the interval between the inner margin of the Crepe Ring and the
sphere of Saturn was filled with small particles very appreciably
scattering light at short wavelengths; that the interval in ques-
tion had appreciable brightness not equal to zero, as in regions
surrounding the rings externally. This made it possible to
conclude that the rings of Saturn extend to the very sphere itself.
In recent years, this conclusion was confirmed by N. A. Kozyrey
and M. S. Bobrov. Confirmation of the presence of a highland
between the sphere of Saturn and its Crepe Ring was found in the report
that in October 196¢ the French astronomer P. Heren discovered
a fourth, the innermost, ring of Saturn.

The more distant planets, the Uranus, Neptune, and Pluto,
have visible disks so small that their surface area has never
been large enough to study either visually or photographicaily.
However, today when interplanetary automatic stations are being
sent to Venus and Mars, there is no doubt that they will also visit
the more distant planets and that the entire solar system will
be fully studied by us.

43

KN



by

14~ 49772

ELECTROMAGNETIC PROCESSES
IN THE ATMOSPHERE OF PULSARS

A. K. Yukhimuk

Pulsars were discovered in 1968 by Hewish in [1]. At the
present time more than 55 pulsars are known [{2]. The most
typical feature of pulsars distinguishing them among cther
sources of radio emission is the repetition period of their
pulses P. The radio emission of pulsars received at some fre-
quency V (for a detector passband width 4v &+ ) consists of
pulses of complex structure and with a total duration AT of the
order of 5-50 msec. The periods of all currently known pulsars
lie in the interval of values 0.033-3.7 seconds. The shortest
period is shown by the pulsars associated with the Crab Nebula
NP 0532 -- Py = 0.033 sec, and the pulsars associated with
the Nebula Vela x PSR 0833 -- Py = 0.0892 sec. The longest
period is shown by the Pulsar NP 0525 -- Pg = 3.7455 sec. Longer
and more exact measurements show that the natural periods of
pulsars Pg, even though vary slightly, nonetheless do vary with
time., For example, for the pulsars CP 1919,

dp,

5 o 10&[5.

The periods of all currently known pulsars are growing longer.

In a detailed investigation of radio emission pulsars, it
was found [2] that their structure is highly complex. It turned
out that each pulse consists of a series of sub-pulses, the
exact shape of which can change from one pulse to the other.
Variations in the amplitudes of the pulsex occur more rapidly
at low frequencies. Thus, at the frequency 8l1.5 MHz, the pulsar
CP 1919 emits relatively strong pulses only for 1 minute, while
at the frequency 408 MHz the burst of signal intensity lasts for
half an hour longer [4].

At the present time there are several hypotheses accounting
for the strict periodicity of pulsar radio emission. All these
hypotheses can be classed in three groups. The first group
includes models based on the assumption that the pulsations in
emission intensity are due to oscillations of the star. The
second group includes hypotheses suggesting that the periodicity
of emission is due to the orbital motion of a Linary system of
stars. The third group of hypotheses includes those whose basis
is the assumption that the periodic nature of emission is asso-
ciated with the rotation of the star under study. Most investi-
gators believe that a pulsar is a rotating neutron star with an
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enormous magnetic moment i, where the axis of rotation §2 does
not coincide with the axis of *the magnetic moment 4. The rota-
tion of the magnetic moment K at the frequency £ = 27/Pgy leads
to the emission of electromagnetic waves at the intensity

219
33

Here 4 =usin® is the perpendicular (relative to the axnis of
rotation) compunent of the magnetic dipole.

In the present work we attempt to account for certain
observatinnal data [l1-4].

Fine Structure of Pulsar Radio Pulses

In discussing the nature of pulsars, it is usually main-
tained that radio emission emanates from an object with dimen-
sions L ~ 108 cm. This conclusion is based on the fact that in
neutral stars with a period of oscillations Ty = 10-2 sec, the
radius_of the total neutral and plasma portion of the star are
r 2107 cm, while the rarefied plasma shell and the magneto-
sphere reaches dimensions 2108 cm. Assuming that the strength
of pulsar radio emissions N ~ 1030 erg/sec, the pulse duration
AT ~ 10~2 gec [4], we obtained the energy density of electro-
magnetic radiation w ~ 3-102 erg/cm3. The presence of a high
density of electromagnetic radiation must lead to the excitation
of different kinds of oscillations in the plasma, and also to a
rise in the fluctuations of electron density. Let us assume
that the pulsar is a rotating neutron star with a magnetic
moment 4, where the axis of rotation §2 does not coincide with
the axis of the magnetic moment u . The motion of particles in
a coordinate system rotating at the velocity  is equiv lent to
the motion in a fixed coordinate system which the equivalent
magnetic field is active [15]:

B—-(‘; Q—-){L (? (1)

i£3

The kine“ic equation for the function of electron dictribu-
tion in the field of an electromagnetic wave is of the form

L '

-f.’& (00) f, -_NIF + v B 4+ 2000 x z!) ——'«—-v(ic-—/(.), (2)

where I’ is the effective frequency of electron collisions with
surrounding particles, and f3 is the Maxwellian function of
electron distribution.

s,
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The corresponding linearized equation is

. . . Jt
Mkm—mr—Mpﬂymmm&m_ﬁzz__&ewﬁh (3)
* vy m 2

v o< '

where kg, wg, and Eg are the wave vector, frequency, and ampli-
tude cf the electromagnetic wave:

Exz.—-Eo(_\'\n(kﬁz—mof;ﬁ—l c., E = FifE,
B|
Bx=-———-E B,= c%E,. Ope =42,

¢ is the pclar angle in the velocity space.
By integrating Eg. (3), we get:

fle=—i ef, £¥iPpllkez—uet) Ofn
le = Mme  Rgz— 0y F (0, —22) do, . (4)

o find the steady-cstate increment to the Maxwellian and
distribution function caused by the propagation of the electro-
magnetic wave, let us write the second-approximation equation:

T OV fE,+-—~o B }—'—‘L—u y

X (05,

(5)

Averaging Eq. (5) over time, we get:

Of e

T ot (B4 LoxB) o

(6)

Vfze— 0 X (©8e

Let us assume that the electromagnetic wave of circular
polarization propagates parallel to the external magnetic field
Bn. Then, by substituting fje in (6) and setting v,
ks, €| ot (0a —29)] .+ We get

o

TR P
fae = miw, [0y T (05, — 20 ke \ 52 st (7)

Let us compute using the total steady~state function F = fgo +
f2e the mean electron velocity

2Ly

= =,n, 8
ﬁM%iwm—mw" o (8)
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Thus, when an electromagnetic wave propagates in a magnetized
plasma, a steady drift of electrons relative to ions occurs. We
know that excitation of loagitudinal oscillations can be observed

in this plasma.

The syvstem of equations describing plasma effects in a
magnectized rotating plasma, when external electromagnetic emis-
is of the form

~.
Lou
[

sion is present,
ole . - 0.‘!
"Z_".— e (‘LV) Ie "—"','?{:b _()—'D‘_—i' (U g T )Q)TTZ 0,
(9)
('UV”: +_-E 0,‘ -r‘IJ)x(u)B‘—r 3—’-.—:0’
divE = 17e \S fido—{ Jdo).

Hence we obtain the dispersion equation for longitudinal oscila-

tions

~ 1 -—i B’

' o -3
1+ }_ Ka? {I —e * .'\..I———Za.‘ l,,( )[r\(za)—zl T Zane an]}
= n
___Eﬂt__ (10)
Fag Q) =0,
where
Bn Bf

9
P4
r

Qe =1+ Y (1 b ), ()=

\ qu . - —2
e :‘l_‘ o [[ + 5 2 (Int + In H)] }[‘P (Zen) =1 V W 2ene"en),
2 2T e b
Qg == 4.“.30 +Ba = '51 = : y o= 2zt 3 c¥dx,
0

O -fn (g, — Q)

Zan =

kLsa

Ih(x) is a modlfled Bessel function of the n-th order, k,
k cos®, k; = k sin®, 8 is the angle between the vectors k and

Bg-

The observed intense polarization of pulsar radio emission
from linear to circular indicates that in the pulsar atmosphere
there exists a quite strong magnetic field, that is, electrons

and ions are magnetized (k;sq/wa.) & | . Assuming that ks;cos 0 Lo g
dks,cos0 , we get the solution to Eg. (10)

o 102 (05 - 20)Y 5V 1024 (@i - 22)7F — 405 (9 +- 20 0570, (11)
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where kg T, ©
(0, - =T _:‘ , U~ )/7,%' Ugprn == ;:.2 .
From Eg. (11) it follows *“hat when ,cos0> vy, , oscillations

with frequencies w),2 are =xcited in the plasma shell of a
pulsar. Using the explicit expression fcr vog. let us find the
critical amplitude of the electrcmagnetic wave, which when
exceeded leads to the generation of oscillations:

1
~ Y o 9 (13)

I{:r —e"— L0y o wp s — 260 \ [ ———mne T2 oo

C\LSO l}; ] o ————— ____—.__
- (’\\Upil“ﬂ )] A

The propagation in the plasma shell of a pulsar of strong
electromagnetic waves also leads to an increase in the fluctua-
tions of electron density. To find the correlaticn functions
with allowance for the self-consistent field between particles
in accordance with the general theory of fluctuations, let us
introduce into the right sides of the kinetic equations the
random forces [7]:

Ur, —{-(JV)f,-—-—n-:—E — 9 X (g, — U; == y+"¢(iOz—f¢)' (1)4)
ﬁ_. P

OV fik = E 5 + 9 X (@8 + 20025 = g bv, (o — )

Here y, represents the random forces. By normalizing the random

forces®
Yaulr, v )y g’ (7' 00, 1)) ==
== by foad (0 — ) S (r — ) S (¢ —1'),

from system (l4) we obtain an expression for the correlator of
the longitudinal electric field (8)

(E*)pp = i (§1(ﬂ =15 [Re &, (0, A)1 X

x .‘_Jj 0,40, { duyfoa (vy, 01) I7 Ba) 810 — kyoy —n(0as +20). (13
“hig —ca

From Egs. (10), (l4), and (15) we get
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Let us consider the scattering of electromagnetic waves in
a plasma when an external magnetic field is present, which occurs
mainly in electron density fluctuations. The scattering cross-
section [7] is

(£ ro= 87"
(16)

gs o 1 e o

2
N micA m'(z_c l}-(‘q) (Gr) saon dou, ()
where on? - 27,63 1
Ondese, = =t ety ¥ Boll+¢a) =

80|86 — (0, - 20 |

T3
loj — w5

16 (Aw? — ) +- 8 (Aw* — )],

the quantities 3 and Aw, denote change in wave vector and fre-
quency in the wave scattering.

Data of pulsar observations [1-5] indicate that pulses of
radio emission consist of series of subpulses. Variations in
pulse amplitude occur more rapidly at lower frequencies. The
effects observed can be associated with processes occurring in
the plasma shell of a pulsar upon the passage of a strong electro-
magnetic wave., According to [11], when w > E%r/Sw, oscillations
are excited in the plasma shell of a pulsar. Part cof the energy
of the electromagnetic wave will be lost in the excitation of
longitudinal oscillations. Fluctuations in electron density and
the scattering cross-section of the electromagnetic waves will
be correspondingly increased. The fine structure of the pulsar
radio pulses will develop (each pulse consists of a series of
subpulses). For these phenomena to occur, it is necessary that
the inequalities w > E&,./87 be satisfied. Setting Te~106 -
107 ° K, wg ~ 108 - 109 sec-l, we get E&y/8m ~1-10 erg/cm3. et
The intensity of pulsar radio emission N ~ 1030 erg/sec [4-5]. —
The total energy in the pulsee¢ ~3.1028 erg. The emitting
volume V ~ 1026 cm3, The density of emission energy W ~ 102
erg/cm3. These estimates show that the inequality W > E&,/87 is
satisfied over a wide frequency range.

Nature of Pulsar Radio Emission

In the preceding section, in analyzing the fine structure
of pulsar radio pulses, we were not interested in the mechanisms

b9
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of radio emissicn. Here let us examine one of the possible
radio emission mechanisms. Some authors [6, 8-10] have attempted
tc account for pulsar radio emission. ~n [6] radio emission
caased by plasma oscillations of a stream emanating from the
poles of a neutron star is examined; in [8] -- electromagnetic
emission ¢f a thin current layer at the borderline of vacuum and
relativistic plasma oscillating at a low frequency. The study
[9] examines a pulsar model in which the main radio emission
mechanism is turbulence of anisotropic plasma which forms owing
to two-beam instability in the neighborhood of a light cylinder
of a rotating magnetic stér. In most studies, beam or helical
instability is considered as the radio emission mechanism,
leading to the generation of plasma waves, which after conver-
sion give off radio emission. Below we examine the mechanism
that directly produces radio waves, in particular, the wechanism
of the rotating at the pulsating star, which is a neutron star
with a dipolar or more complex magnetic field. There is no
rigorous support for this model. Howaver, certain qualitative
considerations can be in favor of it. We know that at least
some pulsars have two periods. Usually, the longer is associated
with the rotaticn of the pulsar, and the shorter -- with its
pulsations. In a pulsating magnetic fiel.. cna-ge particles must
undergo acceleration. First of all, the acceleration can occur
in the time of "magnetic pumping”: if the field of intensity
changes slowly, the pulse components obey the relations

Py
5= const, P, = const.

With increase in the magnetic field, the pulse component
perpendicular to the field (and therefore, the total pulse)
increases [l1ll]. Secondly, particles can accelerate due to
dynamic dissipation of the magnetic field [12]. Accelerated
particles lead to the formation of radiation belts; particles
from the radiation belts are flung off in the form of "jets"”
during the period of pulsations. How the pulsation of the
entire surface of “he star actually occurs, we do not know.
However, we can imagine that the oscillating surface produces
in the stellar atmosphere a pressure wave; then, when the wave
enters the more rarefied atmosphere, the pressure wave changes
into a shock wave, under whose effect the particles in the radia-
tion belts are "flung off" in the polar regions owing to a dis-
turbance of the adiabatic invariant. As a result, relativistic
electron streams are produced in the polar regions of the upper
atmosphere, which will travel in spiral orbits around curved
force lines of the magnetic field issuing from the magnetic
poles of the pulsars. Therefore electromagnetic streams in the
general case are curved.



We have considered the model of the rotating and pulsating
star which is a neutral star with a dipolar or more complicated
magnetic field. 1In order for relativistic electron streams to
be prnduced in the pulsar atmosphere, it is not necessary that
the star be pulsating. For example, in the study [16], the basis
of examination is taken as the model of a rotating magnetic
neutral star whose magnetic field is symmetric relative to the
axis of rotation. It is shown in this study that electrons /36
accelerate along curved force lines of the magnetic fields.

Other models of pulsars can also be proposed and can be shown
that the generation of electron streams along force lines of the
magnetic field issuing from the magnetic poles of pulsars will
occur. Thus, our results (cf. below) are not a consequence of
choosing a particular pulsar model.

To describe the instability dynamics, let us use the rela-
tivistic equation for electrons

2 ) . — 1 ,
L2 oo — V11— {E+ 7o x B4 (E) (18)
and the Maxwell equation for the electromagnetic field
1 dB 4 1 98
rotB = — - — —2pu, Tt E=—— =, (19)
div E == — 45te (0 — p,), divB =0,

where Py is the density ot the compensating ions. The dispersion
equation of the system (18) - (19) has been analyzed in [13].
The increment of instability b.ilt-up is of the form

1
. - 20
y = 004 eBy (80 -+ ol (= EE)]7, (20)
where 1
4=eip, vy, -5
(1)2-": ::5__' ﬁl.l = J;.l » 'X==(l'—ﬁl ""ﬂ.l.) 2:
WH = frfi" » Ba = (0 £ wpy)? -—ﬂ:; .

From this it follows that instakility occurs in the frequency
range
O cw< _2H

148 1—By '

Pulsar emission is observed over a wide frequency range.
For example, the pulsar CP 1919 is observed in the freguency
range from 40 MHz (A = 7.5 m) to 3000 MHz (A = 10 cm) [4].
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The pulsar MP 0628 is observed at the frequency 86 and 105 MHz
[14]. To obtain the observed frequency band, we must set B =
(10-102) gauss. For a relatively light neutron star with a
radius of the compact core r ~ 107 cm and a field B ~ 108 gauss,
the intensity of the dipolar magnetic field B ~ 10 gauss at the
surface of the plasma shell of the star at the distance r ~ 108
cm.
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DIURNAL AND SEASONAL TRENDS IN THE INCIDENCE
OF SUDDEN COMMENCEMENTS (SC) AND SUDDEN IMPULSES (SI)

]

E. I, Nesmyanovich

It has now been established that sudden commencements and
impulses are caused by disturbances of the interplanetary plasma.
In particular, in the study [11], of 19 disturbances considered,
11 were unambiguously identified with geomagnetic phenomena.
Here, SC corresponded to seven cases of shock waves, and SI -~
to four discontinuities of the interplanetary plasma. 1In eight
cases, no unique correlation of disturbances (five shock waves
and three discontinuities) with geomagnetic events could be made,
since from ground station observations they were produced by
both SC and SI, simultaneously.

This situation is typical of many geomagnetic disturbances.,
Therefore, SC and SI are similar in their nature. This means
that in the incidence of SI, we can expect the same features as
for SC. The paper [2] shows that there is a diurnal and seasonal
trend in the incidence of SC. A similar investigation was made
for SI. This work presents the findings, as well as a fuller
analysis of the diurnal and seasonal trends in the incidence of
S€ and SI.

Table 1 From 1
January 1955
to 31 Decemberx
1968, informa-

TaGanua 1 X .
tion was col-

Geomag- |. Year = lected on 894
IIEtic ’ 1957 | 1030 | 1957 | 1958 [ 1939 1960 1 1061 | 19621 1903 | 1904 | 10 19 1967 § 1963 g cases Of SC

. 9y Udu o8 193¢ R4 2§ 19 i\ O | 1964 | 1967 § 1968
Disturb.| | ’ 1" & and 2152 cases

- of SI from the

s, |1le2] 6| 46| 52| 59| 39| 23| 23] 33| as| a4) 30| sl a7 :
SCh. | 9|27| 32! 20| 21| 35( 20 9| 7[ 15| 10| 20| 23] 04| oxs d@ta_published
gqci 1|79y 1| a4 —| =| 33| 22| 23| 22| 30| 37| 52| 31| ;s in [3, 4].

¥y

+8C, 117 | 71 72l ool 52 se| 72| 45| 46| 55| 68| 81| 91| 75| sou All SC
sty 25|85 |11 [186| 61| cf| 38| 34| 39| 31| 40| 47| 54| 50| sio

Sl, | 62] 46| 33) 36| 89| 84|100] 83| 97| 98|132{133]162|180]1340 @nd SI are
Sty+-SI,| 87 | 81 11521222 150] 145] 138|117 {136 | 1291172 180]216{230 2152 gubdivided
into two groups,
by the confi-
dence level.
The first SCj
and SI; were
recorded simul-
taneously at
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magnetic sta-
tions located
n at different
—1 longitudes.
TW These events
are of the
general-
planetary /38
kind and are ~
usually re-
corded by

[ | , 0 no fewer
J 682 J 63 2mmu ¥ o6 9125182107 than 50-60

stations,
Fig. 1. Diurnal trend of SCy, SCjx, and SCp The second

group in-

cludes SC,
and SI; detected by a small number of stations.

From the SCy group, a subgroup of the most reliable SCjy
was singled out, which were entered on the covers of K,.-indexes,
also published in [3, 4]. The data on each group of Sg and SI,
beginning from 1961, are found in [3] individually. For preced-
ing years, the separation was made independently.

N

Je0r
- ST, Table 1
20— | M presents the
260k annular numbers
St L of events for
Ny 240r i~ | - each group of
| . SI and SC.
200 . zm-_ m Clearly, the
160} 150+ variation in the
m; i ngmber of cases
| | with the cycle
ot st of solar acti-
i - vity is more
“r 40F pronounced for
{ 1 0 : 0 1 : SI and SIlk'
JG 9215121 2% J 6915wz JE91ZI5N2AAUT and SI = SIy +
Fig. 2. Diurnal trend of SIj, SI,, and SI) SC,. When a
+ SI) comparison 1is

made of the annual
numbers of SCy,
sC x+ and sI with the data on the different manifestations of C
soiar activity [3], it is clear that they correlate more closely
with the trend in the annual numbers of cosmic, subcosmic, and
protonic flares, and also with the number of atmospheric flares
in a single hour of observations.
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Table 1 The in-
crease during

these years

. Ta6auna 2 of the acti-
(komsgw- Montk. vity maximum
tic dis- is well-defined
1 1! i v v vi VII | VIII 1X X X X ’
turbance D] xu for all these
events. To
sC, | 53|51 {51 | 49|46 | 47| 48| 40 {56 | 39| 50 45 i ;
Scu |22 (27 |19 a0 33f2 |as|2r|24|18!1s]a find the diux-
oy 98 | 25 | a1 | 22|21 [ 32|25 | 2 | 28| a1 | 26 | 20 nal trend in
: 1Y S
sco sttt |nn|er ol 72|es | 8|70 76| 67 the incidence
si, lei |7 ler |67 | & | 677077 |¢5] 5166 of SC and SI
sfy&/ Pg %7 %4 120 {119 (131 | 90 |12 {115 | 26 | 82 | 99 recording,
1480t 1e9 [ 208 1191 [i83 [190 {216 | 166 P Z £
= _} i3 150 16 {166 [183 {13 }i52 [ 133 {158 a count was

made of the
number of
these events
in each three-
hour interval
of world time.

Fig. 1 presents distribution histograms for £Cy, SC1x. and
SCy, respectively.

The diurnal trend exists for all distributions. Here the
maximum in the incidence of SC;y recording is shifted by one
three-hour interval.

Fig. 2 gives the distribution histograms of SI;, SI,, and
SI. /39

The diurnal trend is also well-defined for the sudden im-
pulses, but it differs somewhat from the diurnal trend of SCy,
and SC1x, and has a single maximum, as does SC,. For SI and
SI; it occurs at (09-18)h UuT; for SIZ' +he maximum is shifted
by a single three-hour interval and Gccurs at (06-15)%1 UT.

The similarity of the histogram of the diurnal trend for
all distributions SC and SI, and especially for SC, and SIj
once again indicates the close similarity of the geomagnetlc
disturbances.

To resolve the question of the reliability of the result-
ing distributions, a check was made of the hypothesis of the
uniform distribution, using the Kolmogorov agreement criterion
[6]. All distributions with a 0.98 probability do not satisfy
the uniform distribution.
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Thus, the diurnal trend in the incidence of recordings of
SC and SI is real, although in [7, 8] the dependence of the time
of the appearance of SC on the hour of the day was not detected.

From +hese same data, a study was made of the seasonal trend
of the recording frequency of SC and SI.

Table 2 gives the distributions of the days of the month
for all SC and SI groups. From the table it follows that the
seasonal trendfor all distributions of SC and SI, except for SCyy.
is practically absent. These distributions satisfy the uniform
distribution with the probability of 0.99. As for the distribu-
tion of SCyx events, they are more probable in spring and summer.

Tre seasonal character is more pronounced in the variation
of the diurnal trend of SC with sign. This conclusion follows
from Table 3, where the diurnal trend is given for two periods
of the year. The first -- equinox -- covers February, March,
April, August. September, October, and second -- the rest of the
year. The diurnal trend of SC is more pronounced during the
first period. This variation in diurnal trend as a func .ion of
season was not detec~ted for SI.

Thus, the recordiny frequency of SI, as well as SC, is
controlled by world time.

This result can be accounted for by the selectlon of
observations, as a result of which the diurnal trend based on
world time is the result nf superimposing the diurnal trend in
local time upon the nonuriform distribution of magnetic. stations
considered by longitude.

Most stations are in Europe; here SC and SI are recorded /40

most frequently. But this assumption can be made only relative
to the events SC and SI;. SC; and SI; are general-planetary

in nature, and the diurnal trend canno% be explained by observa-
tional selection. 1In addition, our results can be accounted

for by the infiltration of some of the events SC and SI by the
Earth's magnetosphere, which can be due to the asymmetry of the
geomagnetic field relative to the axis of rotation and the plane
of the E rth's equator.

The second explanation is more applicable for the events
SC; and SI,.

These results lead to the conclusion that the presence or
the absence of SC and SI during geomagnetic storms is determined
not only by the nature of the corpuscular stream, by the presence
of shock waves and tangential discontinuvities, but also by purely
terrestrial conditions (independently of t! e explanation of the
nature of the diurnal trend). And this or:e again confirms that

B



the division of storms into two types by the nature of their
commencement -- sudden or gradual -- is highly arbitrary and
cannot be a criterion for determining the nature of the
corpuscular source. Evidently, there are no appreciable differ-
ences between sources responsible for sp -‘adic and recurrent
storms, since a sudden commencement is equally probable for
both kinds of storms.
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CHROMOSPHERIC FLARES AND SUDDEN COMMENCEMENTS /40
OF GEOMAGNETIC STORMS

A. T. Nesmyancovich and E. I. Nesmyancvich

The relationship between geophysical phenomena and chromo-
spheric flares has long been investigated, and many authors
already this obvious and not requiring any argumentatic..

As a rule, this relationship is sought for in time, that is,
if there is a cnromospheric flare in one - three days before a
SC, then an effort is made to correlate it with this event [1, 2].
However, this correspondence is not free of contradictions. It
must be noted that SC are observed also 1n those periods of
time when there are no flares on the sun and, conversely, flares,
even of scale 2-3, do not cause SE. The problem needs additional
exploration.

This paper attempts to find statistical correlations of SC
with chromospheric flares. The spatial correlation between SC
and chromospheric flares appear to us more probable, that is,
the relationship between SC and the moment of traversing across
the center of mass of the corresponding active region in which
the flares occurred.

After transiting the certral meridian [CM] DY an active

flare region, a geomagnetic c¢isturbance or storm begins on the
s~~ond day [3, 4]. From these rezults it follows tha* chromo-

eric flares or processes acccmpanying them produ:e quasi-

cady directional streams. The latter are responsiule both for
sporadic and recurrent storms in which the presence of sudden
commencements is equally probable. The periodicity of the &C /471
events cannot be correlated with the random nature of the«: din-
tribution of flares in time.

This study was made under two assumptions: that a time
or spatial correlation exists between chromospheric flares and
SE.

In order to make convincing correspondences, a great deal
of observation material is needed. For this purpose, the authors
compiled a catalog of daily flare activity ovver 10 years, from
June 1957 to June 1967. The material for the catalog ccnsisted
of the following: they previously published Dodson catalog [5],
which includes data on all flares since June 1957 to December
1962, and data from [6] fcr subsequent years., 1Included in the
catalog, in addition information on the number of flares
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observed daily (presented separately by scale division 1, 2, and
3), contains data on the number of flares in each meridional
zone of 14° width, which corresponds to a change in heliogravhic
latitude of one day. Lata are presented both on the number of
flares recorded during the entire period up to the traversing

by the zone of the CM, including the day of transit, as well

as the numker of flares noted in the zone in the next six days.
The flares were also divided into two groups, depending on the
sign of the hemisphere, northern or southern. From the catalog
one can easily single out the helio-effective longitudes that
correspond to the transit across the CM of regions with maximum
flare activity. A total cf 28,456 flares were recorded in the
catalog.

Table 1 presents the number of flares by years and the
data on SC from [7].

Table 1 o . As we can see
Y Io.of fl,,scale div. | e from Table 1, the
ear R T Totall o EARIE trend 1s strongly
— ; ) LI LS bl e correlated with
057+ L oriyaes | 1 | esss | et | 32 | 0 72 the cycle. However,
5% 3340 2e9 23 4198 46 20 44 90 no absolvce value
56 Jlisl 232 | 30 | a387 | 52 | 4 | — 52 .
1966 ! wdt| 15| 19 | 2168 | 50 | 36 | — 50 can be gjiven to
¢l 10st) 35 ] 10 1129 39 20 a3 72 the pumbers, since
62 e3l] 32 ] 2 665 | 23 9 | 22 45 ey :
63 11932 6! 11 ] 20 |3 7| ® 45 the macerial is
64 i3y 13 1] ne {33 55 not uniform enough.
65 i8Ti] 37 1 1909 38 18 3? 63 As follows from
66 w410 153 | 26 | 4820 | 44 | 2 3 81 .
7ot | aaigl 135 | 32 | 4504 23 {51, included
Total {26544 ]1341 | 171 | 28456 {418 | 225 | 202 64) among scale divi-
sion 1 flares
* Flares during July-December 1957. recorded is a
** Flares during January-June 1967, pronounced diurnal

trend, which indi-

cates obkservational

selectivity., Dur-
ing the winter periods there were no observations for certain
intervals of time. Moreover, beginning from 1966, scale division
l flares were included. However, the material is quite suitable
for comparing SC events with chromospheric flares, since here
short periods are investigated (six days Lefore SE and six days
thereafter) and during this time the data acquisition system
remained practically unchanged.

The data presented on SC are sufficiently complete; they
are based on materials of the international service. Here all
SE are divided into two groups by the confidence level, The
first includes SC, reccrded at a large number of stations. They
are general—plane%ary in nature. Of these, SCjkx are singled out
-- these are SC which are entered on the covers of the Kp-indexes,
belng the most reliably recorded.
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The second group is composed of SC,; recorded only at several /h2
magnetic stations. In this work, only SCjx were used in the
analyv is, a total ot 190 events. (If two SC occurred on the same
day, the second was not considered.)

To solve the problem of the reliability of any particular
assumption, the nature of the flare activity during the period
of the SC event was studied. For this purpose, a plot of the
flare activity six days before and six days after the SC was
constructed by the superimposed epoch technique (SET) for each
SC. The zero day corresponded to the SC event. 1In Fig. 1l are
presented the corresponding histograms for each scale division
considered separately. Histrograms were obtained by this method
in Fig. 2. However, here ir. place of the daily number of flares,
the numker of flares in each l4-degree meridional zone was used.
In the figure, the days are laid out along the axis instead of
the longitudes. The zero day corresponds to the zone which
transited across the CM on the day of the SC. Ilere, for Fig. 2
only the flares occurring in the given zone before its transit
across the CM or on the day of transit were used.

From Fig., 1 a we see that the distribution of scale divi-
sion 1 flares during the period preceding the SC satisfies the
equiprobabkle distribution. A verification of the seven-day
section using the Kolmogorov criterion A shows that it satisfies
the equilibrium distributior with a confidence level of 0.96. /43
Some decrease on the 3d and subsequent days can be accounted
for by the departure beycnd the western limb of the corresponding
active region which transited the CM on -:7. An individual
correspondence of scale division 1 flares wit C is in practice
precluded, since on the average each day 10 £ es were recorded.
As for scale division 2 and 3 flares, a small meximum can be
distinguished in the days preceding the SC. The statistical
significance of the extremal values for the resulting distribu-
tion was estimated with thc Student's t-criterion [8]. For scale
division ”, the maximum in the distribution is statistically not
significant, kut for scale division 3, it is real with a confi-
dence level 0.99.

Nonetheless, this does not prove a close correlation of SC
with scale division 3 flares. As we can see from Table 1, over
the entire ll-year period 171 scale division 3 flares were
recorded, akout 30 percent of the number of SC events.

For a more detailed correspondence, an analysis was made

of the incidence of scale division 2 and 3 flares on the eve
of a SC (Table 2.
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Fig. 1. Distribution of number
of flares in a period of 199
cases of SC, plotted by the SET.
The day of the SC is taken as
zero. Histocgram a was plotted
for flares of scale division 1,
b -- scale division 2, and ¢ --
scale division 3.

From Table 2 we can also
see that the incidence of
flares in groups of six and
seven and higher significantly
exceed the anticipated value.
It is possible that observa-
tional selection is at work
here.
for by a rise in the histograms
(Fig. 1 b and c).

This can also be accounted
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Fig. 2. Distribution of
flares by l4-degree zones

in the period of 190 cases
of SC, plotted by the SET.
The zero day corresponds

to the -one that transited
the CM on the day of the

SC.

This distribution used

only those flares that
occurred in each zone before
its presence across the CM
or on the day of the transit.
The histogram a was plotted
for scale division 1 flares,
b -- scale division 2, and

¢ -- scale divigzion 3.

But this problem needs additional investiga-

tion, although it can be said that the number of bright flares

here showed practically no increase.

The complex situation in
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0] 3¢ some studies,
in the corres-

pondence use
was made of
the additional
criteria: the

position of the flares and their relationship with radio bursts,

especially of the type IV [1].

Though these correspondences

appear mcre convincing, the number of bright flares on the eve

of the SC, already insufficient,

vidual flares and SC, that is,
between these events.

regarding it as quite justified.
well defined on all distributions.

Thus,

1s reduced in this procedure.

from this analysis it follows that it is virtually
impossible to establish a dependakble relationship between indi-

there is no time correlation

At the same time, an analysis of histo-
grams obtained under the second assumption affords grounds for

A maximum occurring ra -39 is
And this means that the SC

generally commences three days after the transiting across the

CM of the geographic longitude,
maximum flare activity.

that is,
A check of the statistical significance

of the zone with

of all extremal values using Student's t-critericn affords
grounds to recgard them as nonrandom with a confidence level

0.99.

in the distributions (see Fig:

tude.

The high statistical significance of all extremal values

2) allows us to accept as wholly
realistic a correlation between SC and the geoeffective longi-

/A4

Analysis of all individual distributions used as the
basis for constructing the histograms (Fig. 2) shows that only
in four out of 190 cases is there an absence of a well-defined
maximum that would make it possible to establish the moment of
transiting across the CM of the corresponding geoeffective

longitude.

in some cases earlier or later,

In the remaining cases, we can establish this
longitude, which as a rule transited the CM in three days, but

extreme points corresponds to five days.

so that the scatter between the
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When a comparison is made of each of the 47 cases (noted in
Table 2) when scale division 3 flares were okserved on the eve of
the SC in one to three days, it is clcar that they all coincide
with the period of transiting across the CM of the geceffective
longitude, this means that using these cases in general one cannot
draw unique conclusions on the correlation between flares and SC.
Here both assumptions are probable. This must be anticipated,
since the absence of any correlation and with the random nature
of the flare distribution in time, 25 percent of them cccur in
each three-day interval, including also on the eve of a SC (the
flare region is observed on the disk on the average in 13 days).
As for the four cases for which there is no possibility of deter-
mining the geoeffective latitude from the data seven days before
the SC, they are readily accounted for if one considers the situa-
tion during the preceding seven days.

Based on this analysis, one can find the following conclusions:

1. There is no statistically significant time correlation
between SC and chromospheric flares. Therefore, during the period
of lag of the SC with respect to any closest flares, no conclu-
sions of any kind can be made about the rate cf propagation of
shock waves or of the sclar plasma in the space between Sun and
Earth, as is done in [2].

2. Assuming that a shock wave 1s responsible for SC propa-
gates over the entire hemisphere [9] is in no way supported and
contradicts the fact that SC are often associated with the current
storms that can be caused only by quasisteady oriented corpuscular
streams.

3. A statistically significant spatial correlation has been
established between SC and flares. These results agree closely
with those obtained earlier in [3, 4], where it was shown that on
the second day after the transiting by a flare-active region of
the CM a geomagnetic storm with gradual or sudden commencement
began.

Chromospheric flares or processes accompanying them produce
quasisteady oriented corpuscular streams ~- quasisteady in the
sense that the accelerated outflowing of plasma from the flare
region will last much longer than the flare duration. Direct
measurements c¢f interplanetary plasma shows that the velocity of
the solar wind continues to rise even after the transiting of the
helium-enriched plasma, which most l-kely was generated by the
flare [10].

4., The SC are caused by shock waves or tangential disconti-
nuities that form at the western boundary ci the corpuscular
stream or at the boundary between the sectors. Here the shock
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wave cannot be the result cf an isolated explosion associated

with the flare, since a 27-day periodic repetition is character-
istic of sC.

Conditions of the continuous generation of shock waves exist
at the boundary of the stream. This conclusion agrees well with
those drawn in [11]. The latter study showed that high-energy
protons are also continuously generated and are observed only in
the oricnted streams which the Earth encounter every 27 days.

oAt
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ACCELERATION OF SOLAR COSMIC RAYS /45
DURING CHROMOSPHERIC FLARES

L. I. Dorman, L. B. Raychenko, and A. K. Yukhimuk

In considering the acceleration of charged particles at the
Sun, we have in mind that it occurs during periods of solar
flares. Without dwelling on the mechanisms of solar flares, we
note only the fact that during these periods the rapid transforma-
tion of magnetic energy into the energy of accelerated particles
is observed [l]. Several studies deal with the acceleration of
charged particles at the Sun [2-4]. The article [2] examines the
acceleration of charged particles due to the dynamic dissipation
of the magnetic field. 1In [3] the acceleration of particles by
electromagnetic waves with variable velocity of propagation is
investigated. The paper [4] discusses the acceleration of parti-
cles when plasma microinstabilities are present in the current
layer. A flare is a discontinuity in the current layer followed
by the generation of cosmic ray particles [4]. The present work
considers one of the possible processes cf the acceleration of
solar cosmic rays, namely: the acceleration of charged particles
by fluctuational electric fields of the low-frequency turbulence
of solar plasma. 1In the conditions of space there are several
mechanisms of the generation of longitudinal oscillations. Thus,
the generation of longitudinal oscillations can be associated with
the presence of the anisotropic velocity distribution of plasma
particle [5]. Additionally, longitudinal oscillations can be
generated by shock waves [6]. In this study we assume that the
generation of longitudinal low-frequency oscillations in the solar
atmosphere is due to the propagation of intense electromagnetic
radiation generated during chromospheric flares. From experi-
mental data [7-8], the presence of longirudinal waves in the plasma
is often correlated with the presence of high-energy ions. There-
fore it is useful to consider the acceleration of solar cosmic
rays by the fluctuational fields of longitudinal waves.

We will assume that an electromagnetic wave of circular pola-
rization is propagated in & plasma that is in a constant magnetic
field Hyg = (0, 0, H):

E-

X

~;~ E,expi (ke — o)+ K. ¢,

(1)

N Py Mo Yhe oo LA o
E - milfiy, He-o dh -5 . H, o E,,

where

GRS TS TP AU P ...
! c - - oy, (g + 0 -1 1v) [i¥'s
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wYpe is the Langmuir frequency of electrons, and v is the effective
frequency of collisions of electrons with surrounding particles.
The upper sign in (1) corresponds to the ordinary wive, and the
lower -- to the extraordinary wave.

The propagation of the electromagnetlc wave (l) is accompanied /46
by the appearance of an increment in the electron distribution
function to the Maxwellian function fg:

I xin

: f o oy
= e [ ——
h me 1Ry, =@y = g — v’ (2)

where ¢ is the polar angle in the velocity space.

The second-approximation equation for the electron distribu-
tion function is of the form:

1 > i Oh of
Lot OV h— i B o X HIGE —@ X003 == (3)

Averaging Eg. (3) with respect to time, we get:

Vi, —

' 1 § 7] ¢

Substituting f; in Eg from (1) and (2) in (4) and assuming
ks, |0y £ o, v & oy =+ o, we get the increment to the study
electroa distribution function caused by the electromagnetic wave

{ (T"l)"“"]sz for (5)

where i
Ek, 2T, :
Y= e (g & WpR S = m e (6)
Then the steady distribution function is of the form: ,

R e L

We  calculate the mean electron velocity by using the ‘orol sr=au_
function Fg = fg + f,:
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P (8)
(9) = vy, n=-—%’-

Similarly, the calculated mean electron energy is
mo? 3 2 (9)
) =5 T+,
where
e E

T omi(w, £ o) °

Let us consider longitudinal oscillations of the magnetized plasma
when applied electromagnetic radiation is present Let us write

the kinetic equations of electrons and ions, with reference to
the self-consistent field, as:

Me

+ (V) f, —

9o 3f»
A E ek (one x 0] S =0,

i 9
af‘ + (oVY 4 - E o —[‘Dmx‘z’]—d/—v'=

lf dv

divE = —4mne {S f.do — S fido } .

(10)

The dispersion equation of system (10) is of the fcrm: T
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I,(x) is a modified Bessel function of the n-th order; k; = k cos f,
ki =k sinf; 8 is the angle between k and H (the vector k lies
in the xy plane).

For relativ= weak magnetic fields when electrons are magne-
tized (Ry' ¢ & One), and the ions are not magnetized (kis; > o),
the solution of the dispersion equation in the frequency range

kys; & 0, & RiSe is of the form:

— o, (F) = R
0=0, (k) = V1—+ = ,
=V 5o T (- eost) (13)
7 8 mi |cost|(l 4 k*ad? 1 % cos @],
where _
vl = 'ﬁ, v¢_=._";;5_.

For stronger magnetic fields, the ions can also be considered to
be magnetized (g5, < o) . Assuming that

(0 — )

s & Izc‘:sﬂ & ks;cos O »L

we can represent the solution ¢f Eg. (l1) as:

Egs. (14) give an expression for frequencies at the increment in
longitudinal 'cw-frequency waves in plasma, increasing when

U oSO 3 v . From Egs (6) and (14), let us find the critical
amplitude of the high-frequency field Es,, above which low- /I8
frequency longitudinal oscillations are written: -

Ecr,:': —n;‘_l (on:t mllc, ( . wCP — . (15)
w

cos® 1/ 1 — pe

l/ Wy (W, 4t wey,)

It must be expz2cted that the propagation of electromagnetic waves
in a plasma leads to a rise in the density fluctuations., To find
the correlation functions with reference to the self-consistent

v
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interaction between particles, under the general theory of fluc-
tuations let us introduce into the right sides of kinetic equations
{10) the random forces [10]

s [ , 1 If,
A ONE = (Bt H) S =y g, ),

o, . , o (16)
T——(T)V)fi -‘_—’-"_I-(E +C—‘U X H)??% =y‘-_v‘(fl__.fo)’
where y_ ;i are rardom forces and ¥; make allowance fcr collisions

of part?éies. We will solve system (16) jointly with the Poisson
eguation:

divE = - -4e {{ f.do — ( fido}. (17)

Normalizing the random forces

(Ya(rs 0, D)y Yo (r', Oy ) = 2Vabacrfou (0"} 8 (0 — 0') S (r — PV S (t — 1),

from system (16) and (17) we get an expression for the correlator
of the longitudinal electric field

(o = oo O Ree, (@, A1 3 35 [ 0udoy 3
e k n g
< 940
X S e foa (Uu"x)lﬁ(au;:')&("’—kuvn — N0Ha), (18)
where €y is the longitudinal component of the dielectric constant

of the plasma. For weak magnetic fields when Rys, & Ote, k15 3> Omi ,
the correlator (g?),, is of the form:

.\ o Ka?
(E*)po= 41T 594 l_-{-‘/:—a? [6 (@ — o)+ 8 (@ + o)), (19)
where ' )
Lapp = e ———,
’ _ _e‘fék_L Cos L Vl + kﬁaf
2t | Wy & wyy 2y
For some maegnetic field (k;s,; & 0ue) , assuming that ks; e ks, ,
from (19) we get:
i Tors k‘-*a’l w” l(n)2 —— (a)? I
E2 w == 8# E—iﬂ\“' ‘l—" o 5 2 i : 2 ’27 < J
( >k d T w ‘ }4 k-_‘u‘j w'l.Z — ‘”3 f (w ml) + 6 ((l) T (I).)]. (‘ J)




flere @; o ic determined by Eq. (14).

Let us exa.nine the interaction of charged particles with
fluctuational fields induced in the solar atmosphere. The equa-
tion. describing the chunge in particie energy due to interaction
with electric fluctuation fields is of the form [9]:

az 1 d . de (21)
o e PD® o
where
N q: R it
D"p)"__—bm{:l;-}-' 3 = (E?yy dk.

Here g is the charg. on the particle.

Let us assume that the longitudinal wav-c are propagated
along the —agnetic field. Then substitutiug (20) into (21), after
integ.ating in k we get:

de — 68_-/2'

e {22)

where o
AEnT,

9} 2 man [Ty (o £ wp))

When charged particles are in motion in the solar atmosphere,
their eneryy decreuases due to the icnization losses:

o 2 :
ce V mooy, i P @l 4xe0°n, (23
dt = T2 Mg, » QL™ T,

Froan Egs. (22) and (23) let us est.mate the mean energy to which
particies ave accelerated under the action of this mechanism;

PPN B S (L)‘
! : o |7 (24)
From (23) and (z4), it follows that owing to the inverse dependence
ot the rate of anceleration hy fluctuational fields on energy,
its critical value ¢¢- corresponds to the maximum energy to which
*he particles are accelerated. This is accounted for by the fact
that for particlas with energy ¢ > ¢, the forces of deceleration
begin t5 dominate oHver the forces of acceleration and their energy
decreases down o tne value ¢ ,.: out if ¢ < €., acceleration
predominates cver deceleration and the particle ~nteirs the energy
range ¢ - Gy

Specifying the pa-ameters cf the solar plasma in the region
oy Y -
cf chromosplieric tlarzs n = 102 m-3, T; = 10° K, and setting
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©y — 2:f,= 19" yec~l, Ey = 102 units CGSE, which correspcids to
radio emission of type III, we get €., = 102 -~ 103 Mev for protons.
The proposed method of acceleration of seclar cosmic rays in a
field of strong electromagnetic radiation evidently can provide
the energy sufficient to account for several cases of short-term
and long-term increases in streams of heavy particles recorded by
the L. V. Kurnosova grocup (Physics Institute imeni F. A. Labedev
of the USSR Academy of Sciences) in experiments cn the Elektron
series satellites,
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EFFECT OF SMALL FLARES IN THE /50
NEUTRAL COMPONENT OF SECONDARY COSMIC RADIATION

V. f. Bondarenko, L. V. Raychenko,
A. K. Yukhimuk

The effect of small c¢lass 2 and higher chromospheric flares
has been analyzed in a number of studies [1-4]. Here it is assumed
that flares of clases 1 and 1t are not accompanied by an appre-
ciable effect in secondary component of cosmic radiation. None-
theless, beyond the limits of the magnetosphere some of these
flares are accompanied by short-lived and long-lived increases in
streams of heavy nuclei [5-6]. This provides grounds for assuming
that in small scale division 1 flares generation of solar cosmic
rays also occurs and that these flares must contribute to the
secondary comporent of cosmic radiation. This article analyzes
this effect, from the data of neutron supermonitors at the Kiev,
Bukhta Tiksi, and Deep Rivers stations.

1. Effect of Small Flares From the Data of One  tationrn (Kiev)

In the analysis, the flares 1f, 1ln, 1lb, and several flares
of classes 2f, 2n, and 2b, respectively, from the adopted inter-

national 5-scale divis? * lassification of flare intensity were
selected. Here, of th - 1 flares generally those accompanied
by the manifestation ~. ‘ight points were selected.

In accordance with these criteria, 250 flares were selectecd
for January - December 1970. The data of the neutron supermonitor
in Kiev were analyzed for this period by the epoch superimposition
technique, where the time of flare commencement was taken as the
zero instants. The effect of selected flares was detected in the
component of cosmic rays, mounting to 0.20-0.07 percent. Figs. 1
and 2 present the results of the statistical analysis of the effect
of small flares in the neutron component of cosmic rays, from the
data of stations at Climax [2] and Kiev, respectively. Striking
is the slower decline in intensity in Fig. 2 compared with the data
in [2]. This fact can be accounted for by one of the following
causes:

/E1

1) in the analysis of the data from the neutron supermonitor
of the Kiev station, the amplitude of the solar-day variation was
not excluded, based on the data of days preceding the flares;

2) since scale division 1 flares in several cases quite
frequently follow one after the other, some pruring of the effect
of increare and decline in the intensity of the neutron compo-
nent of the cusmic reys from these flares is possible; and
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Fig. 1. Effect of small Fig. 2. Effect of flares

flares of scale division

2 and higher, from the

data of the Climax sta-
tion _?]:

a. ampli.ude of solar-

day variaticn was ex-

cluded, based on the data

for the day proceeding

the flare

b. the mean-monthly

diurnal variation was

excluded

c. the amplitude of the

of scale divisions 1 and
1+, based on the data of
the neutron supermonitor
at the Kiev station for
1970, without excluding
the amplitude of the
solar-day variation

3) the slow decline in the
intensity of neutron component
is accounted for by the condi-
tions of propagation in the

interplanetary medium of solar
cosmic rays from small chromos-
pheric flares,

solar-daily variation was
not excluded

In Fic. 2 we can see that the curve describin, the time varia-
tion of the neutron component intensity has two maxima: the first
-- in the time interval corresponding to the commencement of the
chromospheric flare, and the second ~-- in approximately three
hours after the commencement of the chromospheric flare., Accord-
ingly, it appears to us that the mechanism of the departure of
parcicles from the region of acceleration at the Sun is possibly
made up of two stages: at the first stage the particles of solar
cesmic rays leave the acceleration region owing to the mechanism
of collective exiting from the magnetic trap; the sezond stage



includes the diffusion of low-energy particles through the walls
of the magnetic trap in those cases when tunnel conditions of
eixting are not realized.

2, Exiting of Particles Generated in Small Flares due to the
Diffusion Across the Magnetic Field of the Trap

As shown by numerous investigations of magnetic fields in
active groups of sunspots, chromospheric flares originate in the
neutral points of the magnetic field if the field gradient in the
vicinity of the point is quite strong. During the flare period,
annihilation of magnetic fields occurs: here the plasma is signi-
ficantly heated in the flare region.

As we know, the temperature in the region of the flares is
quite high, and as a result there is the probability that the
following thermonuclear reactions occur:

AT3-+Pi+(Q) Q,= 4 Mev (1)

where Q; and ¢, are the amounts of energy released in the corres-
ponding reactidns. Thus, for the density n ~ 1015 em~3, n ~ 10> n,
and the temperature T ~ 10 kev, the reaction intensity is

104 cm3 sec-l.

The presence of products of thermonuclear reactions in
the system can lead to plasma instability, which in turn causes
the diffusion of particles across the magnetic field [7, 8].
These instabilities build up when the density of the reaction
products exceeds some critical value,

Let us examine oscillations of the plasma in the flare region.
To do this, let us use the model in which the magnetic field H =
(0, 0, H), and let us orient the x axis along the inhomogeneity.
Here we assume that the thermodynamic nonuniformity of the reacting
ions is associated with the presence of density inhomogeneity.
Then the distribution function of the products of the thermonuclear
reactions is oif the form [7]:

/M
!

earalld Mo ) Iy :
)+ Mo () AN R WL eyl Ty
fa (0) = na(x) e (l - mg——) - ¢ —- 0 1
- 2)
B «lily I'l1 . (
Ua ‘l '—"—"ia’"d Q ’

Q is the ﬁmgunt of energy released in the thermonuclear reaction, /50
kg = - S5 o, is the cyclotion frequency of the reaction —

& xo. " . N
products, # is the temperature of the reactinhg ions, mg and m, are
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the masses of the deuterium ions and the reaction products,
respectively.

Let us consider the longitudinal high-frequency oscillations
of plasma in which WP ki, kv QD o, ke 3L (vi and vy are the
ionic and electron thermal velocities, respectively; §2 and We are
the plasma and cyclotron frequencies of the electrons, and ry is
the Larmor particle radius). Under these conditions we can write
the following dispersion equation:

- (Q, )2 +S"2‘-],/5 _3;__ Z’:—z {_2 zi‘-’f {ua ©) +F(—%}] =0, (3)

@ o d an Kug
where
. oy,
= +-—5—1¢
d
F(y)=j1dw ” 2 i 2= V_m . (u)
w 2nh
LV 2

Here v¥:(®:) is the distribution function of the products of
thermonuclear reactions, normalized for unity, over the transverse

. vi . . . kokois’ .
energies W, = —- , u, is the velocity, and Oy = R is the
u N

drift frequency of particles of species a forming in the guasi-
thermonuclear reactions. In the expression under the sign of

the integral (4), the required branch of the root must Le selected
according to [8]. 1In Eq. (3), since the terms relating to ions
have been cmitted, the real part of the terms of the disper:ion
equation associated with the producis of quasithermonuclear reac-
tions can be neglected. Then i is not difficult to obta’in the
soluticn to Eq. (3). by representing w in the form of

o=0,+ iy, yL0,: :
Wy == Q,; (5)

- . 2 o/ Q 2 »
Y _Wyas —Z(w;) Im F (-). (6)

™y 3
° el bl /

In this expression, the first term corresponds tc the Landau
damping by electrons and ions, and the second is associated with
the products of quasithermonuclear reactions, and by virtue of
these specific nature of the distribution function of the products
of quasithermonuclear reactions, this second term can lead to
instability. Instability specifically develops when Im F < 0 and
when Landau damping is small.

Using (5), let us find that Im F < 0 in the region ;§~<:l
when ky'< 0 and is equal to: *

w a W%
ImF (_Ell_p:) -y —k—u;—- (7)



The final expression for the increment of oscillations is
of the following form:

AN ol i 2 ¥ (_.;.':'_’ula
T o
(2% @

From (8) we see that y = Ypay whenw~ ku,. In this region, the
number of particles of species « effectively interacting with
the wave is large. Therefore the diffusion of products of
thermonuclear reactions across the magnetic field becomes appre-
ciable. Note that this analysis is valid, strictly speaking when
Y>w, , which imposas a constraint on the concentration of the
products of quasithermonuclear reactions at which instability
will be initiated.

Using as the possible flare parameters ng ~ 1014 cm3, T; ~10
kev, Te ~ 10 ev, kg ~ 10-6 em~l, and H ~ 10 gauss, we get the
instability threshold ~10~4, which can be attained in a time
period of the order of 7 ~ 103 sec. At this stage of flare
buildup, the diffusion of reaction products across the magnetic
field becomes appreciable, that is, the generation of cosmic rays
due to the instability under consideration.

From qualitative considerations of the theory of turbulence

it follows that the coefficient of diffusion for a high-temperature
plasma can be estimated according to the formula:

D, ~ yr. (9)
Then the total flux of particles exiting from this region is

Py ~ aarngDe, (10)

where r ~ 1/kgy is the size of the_region. For the flare parameters
we have been considering, P, ~1030; the total flux of exiting
particles for a flare duration t ~ 103 sec is ~ 1032 particles.

3, Anaiysis of the Effect of Small Flares From the Data of Three
Stations (Kiev, Bukhta Tiksi, and Deep River)

It was of interest to investigate the effect of small flares
of scale division 1 and 1%, cancelling out the solar-day variation,
whose amplitude is ~ 0.3 percent at the middle latitudes.

If we assume that the solar-day variation is due to the aniso-
tropy of cosmic radiation, and invariant, at least for 24 hours,
and that this anisotropy is an arbitrary function of ¢, t (where
¢ is the longitude of the station reckoned from the midnight

/5
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meridian and t is tine), then it can be shown [9] that the summa-
tion of the data from three stations separated from each cther by

120° in longitude excludes the anisotropy component of the solar-
day variation.
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Fig. 3. Reception ccnes for the Moscow station

In this section, results of interpreting 24 cases of small
flares of scale divisions 1 and 1% in Januvary - February 1970
are presented, from the data of three stations (Kiev, Bukta Tiksi,
and Deep River), separated by approximately 120° in longitude.

In selecting the stations whose data were analyzed by the
superposition of epoch technique, the followirg criteria were
used: closely similar values of cutoff sharpness; similar asymp-
totic longitudes; and latitudinally similar reception ccnes.

Reception cones for each station (Figs. 3-5) were plotted from

tabulated variational coefficients [10], determining the aniso- /5j
tropic component of cosmic radiation arriving from asymptotic
directions in the solid angle §2;:

v(Q,) = YW(R) R"%((-?;—"'% dR, (11)

where W(R) are the coupling coefficients for the [cutoff] sharp-
ness values R in the interval f.om 0 to 500 bv; [ is the index
of the cosmic rays spectrum in the range -1.5 £33 < 0.6; Y(-;, R)
is the integral of the function Z (8, ¢ ) over all zenithal and
azimuthal angles 8 and ¢ , respectively. The reduced reception
cones ave plotted for the spectral index p = 0.0; it is also



assumed that in view of the close location, the calculations of
the variational coefficients for the Moscow station are valid
for the characteristics of the Kiev station reception cone.
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Fig. 6 presents a curve illustrating the nature of the effect
of small scale division 1 and 1t flares vhen the anisotropic com-
ponent of the solar-day variation is excluded by the methcd
described. As we can see from the figure, the effect of the flares
analyzed is 0.45 + 0.3 percent. The nacure of the dec: .ne in the
intensity differs from the one shown in Fig. 2, so that it can he
assumed that its slow decline in this case 1is due to the effect
of the solar-day variation. Nonetheless, the presence of the
second maximum in Fig. 6 confirms the assumption that a diffusional
mechanism of the exiting of accelerated particles in small chromo-
spheric flares from the region of acceleration occurs several
hours after a flare, as is presented in section 2 of this article.

In conclusion, the authors express their gratitude to Candidates
of Physicomathematical Sciences O. I. Inozemtseva (iInstitute of
Terrestrial Magnetism, the Ionosphere, and radio wave propagation
of the USSR Academy of Sciences), for discussing the study and
for valuable comments.
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ANALYSIS OF THE NATURE OF EXCESSIVE COSMIC

RADIATION IN THE AREA OF THE BRAZILIAN

MAGNETIC ANOMALY AT ALTITUDES 25U-500 KM,
FROM KOSMOS-225 SATELLITE DATA

™~
w
Ui

|

L. V. Raychenko

The existence of the gigantic anomaly in the intensity of
cosmic radiation at the altitudes 190-340 km was first detected
with the second 3and third Soviet spacecraft-satellites [1-3].

In these experiments, a telescope of gas-discharge counters recorded
protons with energies exceeding 60 iev, and electrons with energies
stronger than 8 Mev. The second spacecraft-satellite orbited a*
altitudes of 306-339 km, and the third -- at altitudes of 187-265
km. The flux of particles recorded by the telescope at all points
at which measurements were made excecsded the cosmic ray flux

in the region of the equator, the mean flux was 1.2 particles cr~
cm~2.sec~l.ster, and in the upper latitudes -~ 3.3 particles
cm~2.sec-l.ster.

The following results were also obtained for the first time
in these experiments.

1. There is a local anomaly in the cosmic r.diat.on intensity /56
over the southern part of the Atlantic (in the region between —_
Scouth America and the southern tip of Africa) (Fig. 1). 1In the
region of this anomaly {called the South Atlantic Anomaly), the
counting rate of the telescope during the flight of the second
spacecraft-satellite rose by roughly 70 times compared with the
counting rate in adjoining regions.

2. A very stable local anomaly in the intensity of cosmic
radiation was detected, located aloag the coasts of Zntarctica
(called the South Anomaly). 1In this region, the telescope count-
ing rate during both flights was approximately two orders of
magnitude greater than the counting rate in ardjoining regions.

3. The recorded intensity of radiation at the altitudes
190-340 km exceeded by several times the intensity of c¢nsmic rays
over the entire surface of the Earth within the latitudes -65 to
+65°, Also detected was an interesting difference between the
patterus of the distr:bution in cosmic ray intensities over the
rurface of the Earth obtained during both flights -- the absence
vf the well-defined anomaly in the region of the South Atlantic
during the flight of the third spacecraft-satellite, while during
the flight of the second spacecraft-satellite the South Ailantic
anomaly was detected. It is highly probable that this difference
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Fig. 1. Projection on the surface of the
«2-th of the regions of the Southem and South
“lantic anomalies from measucements on the
second and third Scviet spacecraft-satellites

is asscciated with the difference of the altitudes at whicn the
flights of both satellites were made, about 100 km. Thus, the
boundarv of the South Atlantic Anomaly in altitude was determined.
i1t must, however, Le noted that the results obtained in the
experiments on the second and third pacecraft-satellites do not
have adequate statistical preci.ion owing to the gravity of the
flights (both flights lasted one day). Thus, the rise in the
irtensity in the region of the South Atlantic Aromaly was recorded
only on three successive orbits oif the satellite trajectory lying
between Africa ar.d South Americe.

Mor 2 detailed and longer investigations of t} - spatial ztruc-
ture and nature of the excessive cosmic radiation :n the 2r:a of
the South Atlantic Ancmaly were conducted in an experiment cin the
Kosmos-225 satellite (14-29 June 1963, orbital inciination 49°,
and altitudes 250-550 km). S ze the flight of the satellite
occurred at latitude~ below 50° N. Lat, it was not poscible in
tnis experiment to investigate the region of the Scuthern Ancmaly,
since the increase in the counting rate ol the telescope at lati-
tudes close to the Ucuthern Anomaly was practicalliy indistinguish-
ahle from the latitudinal  trend of the excessive background of cosmic
raGiation [4].
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Fig. 2. Device
for recording
electron compo-
nent of cosmic
radiation in the
experiment. on
the Kosmos-225
satellite:

l. scintillat-
ing counter
(telescope)

2. Chec-enkov
counter (Plexi-
glas)

3. gas Cheren-
kov counter

4. spherical
mirror (f = 700)
5. scintillat -
ing counter
(telescope)

6, 8, 10, 12,
scintillating
counters (mea-
suring)

7, 9, 11, lead

axis,

% | h
A2 ﬁﬂ ,1
AL T
A 5.00 17,01 78.00 19.00 20.01 2;. 20 ZZl.ﬂf

Lhr

Fig. 3.
of cosmic radiation in one of the sections of
the Kosmos-225 satellite trajectory

Latitudinal trend of nuclear component

The device for recording the flux of
electrons in the energy range ~ 300 Mev launched
on board the Kosmos-225 satellite consisted of
a control telescope discriminating the direction
of the incident particles and the measuring
section for recording the avalanches formed by
electrons striking the installation (Fig. 2).
The control telescope with aperture I'= 1.8
cm?.ster consisted of two scintillators and
a gas Cherenkov counter connected to a triple-
coincidence circuit. The t<lescope was removed
outside the outer hull of the satellite.

The total material in the telescope was about
20 g/cm-, therefore the minimum electron energy
recorded by the telescope was ~40 Mev. The
gas Cherenkov counter (GCC) did not record the
direction of the incoming particles, since the
light generated in the counter material upon
passage of a particle along its axis, regard-
less of the direction, impinged on the multi-
plier photocathod~. However, a light pulse
sufficient to record the magnitude was induced
only if the particle passed close to the counter

The energy threshold of the GCC counter was 6.7 Mev for

electrons and 11.5 Mev for protons.
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A solid-state Cherenkov counter (SCC) was used to record the
direction cf particle arrival.

In order to record the total flux of particles over a wider
energy range, an additional output was provided in the device,
for recording the counting rate of triple coincidences in two
control scintillators and a third Cherenkov counter (control teles-
cope). The aperture of the oriented telescope was "= 1.8 cml.ster,
just as in the telescope of the gas-discharge Cherenkov counter.
If in events of accompanying the triggering of the GCC either
electrons with energy E ~ 40 Mev, or protons with energy E, 2 11.5 /58
Mev (GCC threshold) could be recorded, events accompanied gy
triggering of the orient telescope with the SCC could be caused
either by electrons in this same energy range or by protons with
Ep;> 600 Mev (the effective threshold energy of the ScC).

Using the oriented telescope with the SCC on the Kosmos-225
satellite, several interesting results were obtained, concerning
the radiation environment at the altitude 250-550 km. The counting
rate of this channel in the equatorial region was 9.7 + 0.3 min-l,
which corresponded to a flux of 900 + 30 particles m2.sec~l.ster-1l.
Thus, whereas on the basis of [5] it can be assumed that the flux
of protons in the equatorial region is approximately 200 particles
m-2.sec~l.ster~l, the flux recorded by the telescope with the SCC
exceeded the value by a factor of 4.5. This indicates the presence
in the altitude interval 250-550 km of an additional radiation
background that exceeds by several times the flux of primary
cosmic rays. Thus, these results confirm the conciusion in [6]
that at these altitudes there is an additional radiation backgrcund
that is several times greater than the cosmic ray flux.

s e g w2 200 300 30303604
: T 1 3 -
-1+ N.
i / N\
=20} / O \,
304 ‘ }
\\ /
—40f /
N~
pL
Fig. 4. "Core" and isolines Fig. 5. Region of the South Atlantic
of egual counting rates of Anomaly of intensity at the altitudes
the South Atlantic Anomaly 400-550 kxm (dashed line) and isolines
for the intensity of radia- of the total vector of the geomag-
tion at the altitudes 250- netic field at the corresponding
400 km. altitude (solid lines)
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The counting rate measured by the criented telescope has a
latitudinal dependence. Fig. 3 shows the latitudinal trend of
the counting rate measured with this channel for one of the
sections of the flight trajectory. 1In the region of the latitude
49°, the counting rate was 20-25 counts per minute, which corres-
ponds to a flux of 1800-2300 particles m—2.sec~l.ster~l. The
observed background, evidently, is accounted for by electrons
with energies E 2 40 Mev, since the minimum energy of protons
required to trigger the SCC is ~ 600 Mev.

Now let us turn to the results of investigating the spatial
structure of cthe South Atlantic Anomaly in the intensity of cosmic
radiation obtained in the experiment on the Kosmos-225 satellite.
When the data from the instruments for recordina the electronic
and nuclear component of cosmic radiation over scveral sections 3
of the satellite trajectory were interpreted, the counting rate i
of the recorded particles was found to increase by several orders
compared with the counting rate over the adjoining se¢ctions of
the trajectory (Fig. 3). This suggested that over these sections
the satellite trajectory passed over the region of the South
Atlantic Aromaly discovered in the experiments on the second
spacecraft-satellite. The data of the control telescope over the
sections of the trajectory with the anomalously higb counting
rate were interpreted, which made it possible to obtain informa-
tion on the spatial structure and the altitude trend of the South 5
Atlantic Anomaly (Figs. 4 and 5). The first approximation, the -
line of equal intensity with the count number N > 100 counts
(cycles) in a 2-minute interrogation cycle was taken as the bound-
ary of the anomaly. Since the geometric factor of the control
telescope I’ = 1.8 cm?.ster, the line of equal intensity I = 0.45
sec~l.cm™2.ster~! was adopted az the anomaly boundary. As Fig. 4
shows, at the altitudes 250-400 km of the region of the South
Atlantic Anomaly, not cnly was it possible to distinguish the
"core" of the anomaly (the region in which the counting rate of
the control telescope was several orders of magnitude greater
than the intensity of cosmic rays at these latitudes), but also
to trace the isolines of equal counting rate encompassing the
anomaly "core". When Figs. 2 and 4 are compared, we can see
(Fig. 6) that the longitudinal extent of the South Atlantic Ano-
maly in the intensity of radiation, from the data of the Kosmos-
225 satellite, increased compared with the results of the second
spacecraft-satellite., Additionally, evidently there was a change
in the orientation of the anomaly "core" position for the 1968
epoch compared with the 1960 epoch. These phenomena are naturally
associated with the change in solar activity: the measurements on .
Kosmos-225 were made during a period of high solar activity, while il
the measurements on the second spacecraft-satellite encompassed '
a period of minimum solar activity.

O
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Fig. 6. Position
of the South
Atlantic Anomaly
for the 1260 and
1968 epochs
(solid and dashed
lines, respec-
tively). The
points represent
the intensities
of the gsomagnetic
field at the cor-

respconding altitudes.

The results from this experiment made
it pcssible to trace the spatial structure
of the South Atlantic 2&Anomaly for the
first time using the same instrument at
different altitudes -- from 250 to 550 km,
Fig. 5 shows that at the altitudes 400-
550 km the anomeély in the intensity of
cosmic radiation enlarges and forms a
horn, nar.owing with decrease in observa-
tional altitude. This result is extremely
vital for clarifying the nature of the
South Atlantic Anomaly, which we will dis-
cuss below,

The discovery and study of the South
Atlantic Anomaly in the intensity of
radiation provides extremely vital infor-
mation on the structure of the Earth's
magnetic fields. It proved possible to
compare information on the spatial struc-
ture of the anomaly not only with ground
data of the geomagnetic field, but also
with the isolines of the total vector of /61
the geomagneticafield at different altitudes™

Fig. 7. 1Isolines of the total vector of the geo-
magnetic field at the altitude 0 km. The isolines
of the constant B are in gauss
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Fig. 8. 1Isolines of the total vector of the geo-
magnetic field at the altitude 300 km., The 1SO-
lines of the constant B are in gauss
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Fig. 9. 1Isolines of the total vector of the geo-
magnetic field at the altitude 500 km. The lines
of the constant B are in gauss
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(Figs. 7-9). Results of this comparison are in Fig. 7. From
the data of the Kosmos-225 satellite, we can note the close
proximity of the geomagnetic field minimum and the center of the
South Atlantic Anomaly. These results indicate that the action
of the regional magnetic anomaly on the Earth's surface extends
all the way to altitudes of ~ 200-500 km.

Now let us discuss several problems dealing with the nature
of the South Atlantic Anomaly in the intencsity of cosmic radia-
tion. As shown in [5], due to particles forming the albedo of
cosmic rays, one cannhot explain the increase in the telescope
counting rate in the region of anomalies, since even at the equator
the experimental data and theoretical models permit the existence
of an anomaly within the limits of not more than 50 percent of
the intensity of cosmic rays, whose flux is only 200 particles
m-2.sec-l.ster-l. The results of the experiment on the Kosmos-
225 satellite represent new convincing proof in favor of the
assumption [1, 2] that the South Atlantic Anomaly in the intensity
of radiation is associated with the internal radiation belt of the
Earth,

A particle reflected by the Earth magnetic field travels along
a magnetic force line to the magnetically-conjugate [magnetic-
mirror] point and is reflected in the same magnitude of the magne-
tic field Bj until it is scattered in the geomagnetic field owing
to a change in its pitch angle (7). For the region of negative
magnetic anomaly with magnetic field intensity Bj, the correspond-
ing magnetically-conjugate region must be characterized by a
greater magnitude of the overall magnetic field B,. But the alti-
tudes at which reflection from the magnetically conjugate points
occurs are associated by the ratio [8]:

hy = (Ry + hy) ("g:")l/’ —R,,

where R3 is the Earth's radius, and h; is the mirror altitude of
reflection above the region where the intensity of the magnetic
field is Bl'

Thus, the negative anomaly of the magnetic field must cause,
over the corresponding region, a decre2se in the level at which
reflection of charged particles occurs, so that the regions of
the negative anomalies can be apparently regions of the "sink"
of charged particles from the Earth's radiation belts. This con-
clusion is confirmed by the "horn-shaped" constriction with alti-
tude of the "core" of the South Atlantic Anomaly in the intensity,
recorded in experiments on the Kosmos-225 satellite.

In conclusion, the author expresses his deep gratitude to
L. V. Kurnosova and L, A. Razorenov (Physics Institute of the
USSR Academy of Sciences imeni Lebedev) for discussion of the
study and for valuable comments.,
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INSTRUMENTS FOR MEASURING RADIANT THERMAL FLUXES /62

O. A, Gerashenko and S. A. Sazhina

Measuring radiant energy and physical parameters characteriz-
ing its transport conditions is a vital problem in thermometry as
applied to the investigation of space. Specific conditions of
the operation of radiation detectors require combinations of
simplicity and reliability cof an instrument with the stability
of measurement precision. In this respect, interest in detectors
capable of carrying out absolute (unrelated to black body refer-
ence) measurements is understandable.

In the Laboratory of Techniques of Thermal Measurement of
the ITTF [transliterated] of the Ukrainian SSR Academy of Sciences,
an absolute two-sided radiometer has been developed, construcced
on the principle of replacing the energy of absorbed radiation
investigated with electric energy. The instrument is a thermo-
electric converter. The classic prototype of this instrument is
the two-element Angstrom thermoelectric radiometer. One of the
elements is irradiated with the flux being measured, and the
second -- the compensation elements -- is shaded and is heated
with electric current. The equality of ercrgies supplied to
plates is monitored with a sensitive element -~ a differential
thermocouple, whose junctioas lie at the irradiated and shaded
plates [2]. In the instrument developed, the thermoelectric sen-
sor performs the functions of the sensitive element and the
auxiliary wall through which a considerable fraction of the absorbed
or generated thermal energy streams. This makes it possible to
conduct measurements on the principle not only of compensation,
but also of the auxiliary wall. A schematic and layout is shown
in Fig. 1. A series-built laminated transducer of thermal flux
[1] serves as the auxiliary wall, containing about 5000 pairs of
galvanic thermocouple junctions in a volume not exceeding 0.5 cm3.
The thermoelectrodes of the pile are arranged in parallel,
insulated, and secured to each other with epoxy resin. Thus,
sensor 1 is a rigid intermediate wall, on whose parallel planes
are situated the hot and cold junctions. Plates 2 made of alumi-
num are mounted on both sides of the transducer. They are coated
with an insulation film obtained by anodic oxidation. Electric
heaters 3 deposited by vacuum sputtering lie on the inner walls
of the plates. The outer surfaces of the plates are coated with
"black body" gray paint with known integrated and spectral absorp-
tivity. The plates are symmetric and interchangeable. The metal
tube 4 supporting the structure simultaneously serves as a housing
for the current~conducting wires. The strength »f the thermal
pile signal is determined by the value of the thermal flux passing
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Fig. 1. Schematic and layout of absolute
two-sided radiometer

through the transducer and does not depend on the nature of the
transducer, that is, on whether the plate is heated by the action
of the radiant flux or by the electric power of the heater. This
property of the transducer underlies the principle of replacing
regimes.

When measurements are taken in conditions of vacuum in a
steady-state of the system source-environment-detector, the heat
balance equation oi the sensor is of the form:

B—qs = (Ta—T9 +a(gze— quo) + 0 (TT =T, (1)

where q; and g, are the energy received by the first and second

plates [respectively]:

d; and gy are the fluxes irradiated by the background at
the first and second plates [respectivelyl:

R is the effective thermal resistance of the auxiliary wall-
transducer;

T1 and T, are the temperature of the surfaces of the first
and second plates; and

a and ¢ are the the integrated absorptivity and emittance
of the ray-sensing surfaces of the plates.

In the following, for simpler form, we adopt the notation
A = alge—qip) + &0 (T1 —T2).

The technique of measuring the radiant thermal flux is kased on an
analysis of Eq. (1).

In the compensation regime, the plate temperatures are iden-
tical, and the electrical signal of the transducer is zero. Here

q1=q;+A. (2)
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The transducer serves as the zero instrument. Let us denote:

q? and qf are the eneGgies r8ceived by the plates in the electric
heating regime, and qj and g3 are the energies fed to the plates
in the irradiation regime. The radiant energy is measured by
successive employment of two regimes: exposure and electric
heating, according to the equations

g—A=4 (3)
qﬁ—A-_-qe'z- (4)

The system (3-4) is solved for qo and A, In the radiation regime,
one plate is exposed to the radiant flux being measured. During
this time the other is shaded and is heated at the electric heater.
The heating intensity is specified so that the transducer signal
is equal to zero. The estimate of the quantity A is made in the
second regime. Here the action of the irradiation at the detector
is halted and the regime of simultaneous electric heating of both
plates is introduced. The regime of heating the shaded plate is
retained as before. When the signal of the transducer is equal

to zero, the intensity of el.ctric heating of the receiving plate
is wholly adequate to the magnitude of the radiant power absorbed
by the plate in the first regime. The method of compensation
makes it possible to measure the radiant energy without determin-
ing the sensitivity of the thermoelectric pile.

Another state of the detector is the one in which the temper-
atures of the plate are not ecual. In this case the signal of
the transducer differs from zero and is directly proportional to
the penetrating thermal flux:

[
qx-——q-_,:"'z" (5)
and when q, =0, q; = e/c, where e is electrical signal of the
transducer, and c 1s the sensitivity of the radiometer. The
magnitude of the flux and sensitivity according to [5] are deter-
mined by the total replacement method. The method consists in
the successive employment of the regimes of exposure and the

electric heating of the plate according to the conditions
0 e
Q=
e ¢
Q="

Procedurally, the experiment is carried out as follows. The
exposed plate is irradiated with the radiant flux being measured.
The other plate is shaded. The transducer signal is recorded.
Then the action of the measured flux on the detector is halted
and the regime of electric heating of the previously irradiated
plate is introduced. The intensity of electric heating of the
plate is specified so that signals of the radiometer in both

regimes are the same. The sensitivity is determined in the elec-
tric heater regime:
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The measured incident flux is:

1 o0 1

q?=—a'ﬂll“‘=7¢IF

In the range of the flux measured with the instrument, the instru-
ment sensitivity does not depend on the power fed to the plate.
Considering this property, other methods of measurement have be:n

developed: the method of incomplete replacement of the regimes
and the method of combination (simultaneous replacement) of regimes.

The method of incomplete replacement consists in the calibra-
tion of the radiometer being carried out based on an arbitrary
electric power, within the limits of measurement, according to
the equation given in [6]. The sensitivity can be determined
before the beginning of exposure and can be verified in “he inter-
vals between any two measuremant regimes.

Of particular interest is the method of combination (sirul-
taneous replacement) of the regimes. The method determines the
sensitivity of the radiometer and measures the radiant flux that
interrupting exposures. This advantage of the method is especially
important as conditions when it is impossible to annul the action
of the measured flux on the detector. The measurements are con-~
ducted in two stages: initiallv the plate exposed is irradiated
with the radiant flux being reasured ard the transducer signal
is recorded. Then, without interrupting the exposure to the
radient flux, extra radlant electric power is fed to one of the
plates. The radiometer is calibrated based on the ratio of the
auxiliary signal to the additicnal power producing the signal:

Ca-i\e = Ae
A?T Aqﬂe' (7)

When the methods of incoumplete replacement and combination of
regimes are used, the temperatures of the plates in the calibra-
tion and measuring regimes are not the same. Therefore, neither
are the values of A the same., Within the range of the fluxes
measured with the instrument, the difference between the tempera-
tures of the irradiated and shaded plates does not exceed 3° K.
In order to retain the stability of the heater exchange condi-~
tions of the detector with the ambient environment in the two
regimes, the ratio Ac/e is selected as equal to approximately
0.1, which corresvonds to a change in the temperature differ-
ence by no more than 0,3° K. Here the systematic error caused

by the inequality of A in the two regimes can be neglected. The
selection of the method is determined on the basis of the condi-
tions of optimizing the measurements,
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The sensitivity of the detector to the flux accepted depends
on the properties of the thermal battery and of the conditions
of heat transfer of the plate with the ambiert environment. A
quantity characterizing properties of the thermoelectric converter
itself and independent of the state of the ambient environment is /65
the sensitivity of the thermoelectric converter to the penetrating S
flux:
eR
C_ﬂ—n‘ (8)
These methods of measurement have been developed on the
assumption of adequacy of plate heating in the regimes of irradia-
tion and electric heating, and also the complete interchangeability
of plates. Obviously, these assumptions are actually only appro-
ximately met in reality. The measures of both approximations must
be estimated. The measure of .onidentity of plates is due to the
inequality of the effective thermal resistances of the sides,
each of which is the sum of series-connected thermal resistances:
of the blackening ink, of the two aluminum oxide films, of the
aluminum plate, and of the layer of resin bounding the plates to
the transducer. The measure of nonidentity of plates measured
in the working range of the instrument does not exceed 0.4 percent.

i

The nonidentity of the
regimes is due to the fact
that the radiant energy is
fed to the layer of the black-
ening coating, and the elec-
trical enexrgy is released
- — - at the inner side of the
Rl - piate. The measure of this

S - 3 nonidentity is the ratio of
the fluxes passing through
the transducer in each regime
given the condition that the
energies received ar. equal.
In the theoretical and experi-
mental estimates, the measure
Fig. 2. General view of absolute of nonidentity of regimes
two-sided radiometer does not exceed 0.3 percent.

»
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Both these measures of nonidentity were taken into account
in determining the systematic error of the instrument.

The radiometer is constructed on a three-coordinate stand.
The general view is shown in Fig. 2.
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Main specifications of radiation detector

Range of flux measured

Diameter of ray-sensing
plates

Absorptivity of plate
surface

Thermnal resistance of
traasducer

Resistance of electric
heaters

Sensivivity of radio-
meter to penetrating
flux

Inertia (time constant)

Exrror of measurement

0-2000 w/m?2
34.1 mm
0.95
0.8.10-3 m2.deg/w

500 ohms

N
(o)
[0)

0.06 mv/w,/m2
2.5 sec
1.5 percent
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POSSIBILITY OF USING SOURCES OF VACUUM /66
ULTRAVIOLET IRRADIATION TO SOLVE PROBLEMS
OF SPACE MATERIAL SCIENCE

E. T. Verkhovtseva and E. I. Yarc¢menko

In recent years, as part of the mastery of space, the study
of phenomena occurring in solids placed in ultrahigh vacuum when
acted on by the electromagnetic radiation of the Sun is gaining
growing urgency. The fraction of energy of solar radiation
arriving in the regional vacuum ultraviolet is a very small quan-~-.
tity ~ 10-2 percent compared with overall radiation energy [1-3].
However, in spite of this, the effect of vacuum ultraviolet (UV)
of radiation on the properties of materials can be appreciable.
This is because the energy of the quanta of the short-wave electrc-
magnetic radiation is somewhat greater than the energy for guanta
of the visible and infrared wavelength range. On the other hand,
vacuum UV radiation is absorbed in a very thin surface layer of
materials ~ 1074 - 10~7 cm. Therefore, the specific dose of
absorbed UV radiation can be very appreciable. Short-wave irra-
diation in the 2000-100 A range can cause electronic excitation
and ionization of ions, followed by changes in electrical, optical,
and mechanical properties of materials. When this radiation is
absorbed by the surface layer, the transparency of windows can
deteriorate, the stability of mirror reflective coatings can he
disturbed, and light coatings can be darkened. Moreover, these
changes in the properties of the surface layer of solids can
affect bulk properties. Based on the foregoing, it becomes neces-
sary to investigate the radiation stability of materials that are
of interest to spacecraft designers, with respect to irradiation
simulating the radiation of the Sun in vacuum ultraviolet, for
which sources of vacuum UV radiation are necessary.

In this review we examine the sources of vacuum UV radiation
from the standpoint of their possible use in irradiating materials
used in space..

First of all, let us formulate the requirements that must be
satisfied by the source.

1. The spectral and energy characteristics of irradiation of
the source must correspond to solar radiation. On the basis of
the ene.gy distribution curve of solar radiation in the region of
vacuum ultraviolet shown in Fig. 1, the spectrum of source radia-
tion must be continuous with a long number of emission lines
imposed on it, among which the brightest must be the emission
Ly line of atomio hydrogen.
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2. To produce the dose of vacuum UV radiation corresponding
to long-term exposure of solar radiation on the material with a
relatively short experimental period, it is necessary that the
flux of radiation energy of the source somewhat exceeds the
corresponding flux of solar energy.

3. The possibility of input of radiation from the source
into a chamber with ultrahigh vacuum (10-8 - 10-9 mm Hg) where
the irradiated object is located must be provided for. Since for
radiations with wavelength shorter than 1050 A (the transmission
band of LiF), mechanicall strong transparent materials are absent,
radiation with wavelength A < 1050 A must be introduced into the
high-vacuum chamber through an open aperture.
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Fig. 1. Distribution of solar energy and the
short-wave region of the spectrum for the quiet
Sun near its mean activity level [1, 2]. All
faint lines are included in the background; the
lines whose radiation intensity is greater than
the background are singled out; close-lying lines
are combined, and the ordinates of the apex
relate to their sum.

4. Sensitive radiation with A < 1050 A is introduced through

the open aperture, nowhere the pa-ticles except for the protons
of the vacuum UV must strike the source at the at the surface of
the irradiated object.
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5. To investigate changes in the properties of materials
upon prolonged exposure to solar radiation, the service life of
the source must be sufficiently long (we have in mind several
days of operation).

In addition to these requirements on the source, it is
desirable that also the following conditions be met: 1) introduce
the radiation from the source into the high-vacuum chamber in a
wide solid angle, so that this will permit irradiating the objects
with a greater surface area; 2) since solar radiation for a short
time interval continuously acts on the object in space, the source
must operate in a continuous regime. As for the stability of
operation, less stringent requirements it must obviously impose
on the source of light used for purposes of space material science
lend on the source intended for use in purely physical investiga-
tions, namely: in this case the instability of operation of 5-10
percent is quite satisfactory.

: Let us consider to what extent sources of vacuum UV satisfy

. these requi i ifi - 68

: quirements. The problem involves a specific case —
irradiation of an object with an area 100 cm2, 1In our presenta- ;
tion, first we consider sources operating at the pressure of the ;
working gas from several tenths to several hundredths of milli- :
meters Hg. This pertains to sources whose operating basis is the .
irradiation of various types of gas discharges. Then we consider
sources operating in conditions cof high vacuum (10-5 - 10-©® mm Hg).
These sources include the radiation of a beam of electrons acceler-
ated in a synchrotron, irradiation of various modifications of
vacuum sparks, and irradiation of clectron-excited supersonic gas .
jet escaping into vacuum. s

Source _ Emitting Continuum and Multiline Spectrum of Hydrogen
Molecules (Hydrogen Flame)

i When excited in an electric discharge at low pressure (several
: tenth of millimeters of a mercury column), hydrogen emits intense
radiation in the vacuum ultraviolet range in the limits 900-2000 A.
It consists of a continuum given at A = 1670 A and extending into
the region of longer wavelength all the way to A = 5000 A, of a
multiline molecular spectrum in the region 1670-900 A and a Lyman
series of atomic hydrogen with a resonance line A = 1215.7 A.

vt A e

Most hyd.ogen lamps have vacuum ultraviolet radiation emitted
by the positive column of the glowing and arc discharges. Hydrogen Ce
lamps with glowing discharges are classified as lamps with cold ;
cathode and, as a rule, are high-voltage. At different times in
the literature, various designs of hydrogen lamps with cold cathode
have been described [4-9]. Usually, a quartz or pyrex capillary
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Fig. 2. Capillary
discharge tube with
external electrodes:
1, 2. water inlet
and outlet

3. hydrogen admis-
sion

cooled with water and located between
the cathode and the anode are incorpo-
rated in these lamps (Fig. 2). In addi-
tion, wide use is made of hydrogen

lamps of arc discharge with hot cathode
[10-15]. The use of hot cathodes with

a small cathode potential drop provides
for high current values (several amperes)
at the working supply frequen:y of the
lamp of several tenths of volts. Low-
voltage hydrogen lamps are convenient

in operation, since they do not require
cumbersome power sources. Discharge
conditions similar to those observed in
the positive column of the glowing and
arc discharges occur in the nonelectrode

4, anode
5. cathode

discharge. The main advantage of the
latter is the purity of the hydrogen
plasma. The design of the source itself
is extremely simple [16-17].

As we can see from Fig. 3, good correspondence between the
spectral distribution of the energy of hydrogen lamp radiation
and solar radiation is observed only in the region 1000-1600 A.
Fig. 3 is supplemented by Table 1, in which for comparison we
present the radiation energy fluxes of a hydrogen lamp used with
a LiF window, and the radiation energy of the Sun in various
spectral regions. From the data it follows that in the region of
vacuum ultraviolet the radiation spectrum of the hydrogen lamp is
somewhat more intense than the solar spectrum. In the FTINT AN
USSR*, a hydrogen lamp with ¢ LiF window has been develcped, whose
radiation intensity in the wavelength range 1050-1700 A at a
distanse of 30 cm at the location of an object hav1ng an area of
100 cmé is 3.103 erg/cm2.sec [19]. The intensity of solar radia-
tion in the same range is two orders of magnitude less, ~ 26
erg/cm?.sec [1, 2].

The input of radiation from the hydrogen lamp into the
chamber containing the irradiated object, in which the pressure
must not be more than (10~8 - 10-9 mm Hg), can be provided in
two ways: 1) through a vacuum-tight LiF window transmitting
hydrogen lamp radiation in the region of the vacuum UV with the
wavelength interval 1100-2000 A; and 2) through an open aperture
by using a multistage system of differential evacuation stored
between the source and the high-vacuum chamber, to provide for a
a pressure drgp from several millimeters of mercury in the source
to 1078 - 10”7 mm Hg in the chamber containing the irradiated

%*
[FTINT (transliterated) of the Ukrainian SSR Academy of Sciences]
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object. The use of the Lil' window has the advantage that in this
case various kinds of particles are not transferred from the
source into the vacuum chamber. Moreover, the aperture of the
light beam exiting from the source is not reduced. However, the
use of the LiF window does have disadvantages: it emits not all
the radiation of the hydrogen lamp (900-2000 A) into the high-
vacuum c'amber, but some of it (1100-2000 A). In addition, during
the operation of the hydrogen lamp, the transmission capacity of
the LiF windows is sharply reduced, and the short-wave cutoff of
LiF transparency, initially in the wavelength region 1050-1100 A,
is shifted toward the long-wave spectral region. These disadvan-
tages to some extent can be eliminated by feeding the radiation
into the high-vacuum chamber through the open aperture by using

a system of differential evacuation. However, the use of the
latter entails the following difficulties. Placing it between
the gas-discharge lamp and the high-vacuum chamber removes the
light sources to a considerable distance from the chamber and
thus reduces the illumination from the source at the location of
the irradiated objects. Accordingly, the feasibility of satis-
fying the conditions of correspondence between the fluxes of
radiation energy from the hydrogen lamp and from the Sun at the
location of the object is placed in doubt. In addition, the
diaphragms that are part of the system of differential evacuation,
with which the pressure drop is achieved, considerable reduce the
solid angle of the radiation flux introduced into the chamber,
and ﬁbus significantly lower the irradiated area of the object.

<
w L
el : Y The hydrogen lamp satisfies the
§ / requirement of a continuous regime cf
B < : /4 operation and radiation stability.
o [S ¥ .
N w% i // Thus, the hydrogen lamp with the
é h %H / LiF window in the spectral region 1100-
ol (R / 2000 A satisfies the main requirements
g gl T that are imposed on the light source
o ™y intended for use for purposes of space
§ | material science, with the exception
g / of the requirement of duration of
—~ &0 operating time. To provide a continuous
E cycle of operation of the hydrogen lamp
F - with the LiF window through a long time
0001 T T interval in simulation chambers, in
7000 1200 1400 1500 1800 1,4 view of the simplicity of its design
Fig. 3. Spectral it is obviously useful to install two
distribution of energy lamps that operate in time.
in relative units:
I. hydrogen lamp The hydrogen lamp with the LiF
radiation [18] ' window is already been used in experi-
II. solar radiatiun ments on the changes in the properties
(1, 2] of materials placed in ultrahigh

vacuum [18, 20].
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Table 1 To simulate the action of solar

radiation in the region 1550-2200 A,
a convenient light source is the
hydrogen lamp with the fuse quartz

Aavelength (Energy flux,erg/cms-sec
interval |of Sun at|,r pyaro-

a & 1 ﬁig' gen lamp window, model DVS-200, produced
_ at 17 cm{18] gomestically. This is a low-pressure
10— (300 54 1.1-10° arc lamp ( =~ 2 mm Hg) with a heated
1309—1450 0.9 45.10° cathode. The divergence of the light
1502000 | 2043 4.0-10° beam of the lamp is 35°, and the

absolute intensity of radiation at
10 cm is approximately 105 erg/cm2.sec
[21].

Gas-discharge Scurces of Vacuum UV Radiation Filled with Inert

Gases

To understand processes occurring in solids where they are
irvadiated with vacuum UV-radiation from the Sun, it is important
to carry out additional investigations associated with the irradia-
tion of solids with a narrow wavelength throuch range or with
monochromatic lines. For this purpose, it is convenient to use
the continuum irradiation of inert gases, since the continuum of
each inert gas encompasses a fairly narrow spectral region in the
interval 500-2000 A (Fig. 4). In addition, it is also useful to
make use of resonance lamps filled with inert gases, their mixtures,
or with mixtures of inert gases and hydrogen, nitrogen, and oxygen.

Photon energy, ev . .
27 14 198 The continuous spectra of inert

w0k Fopn e gases are best excited to the high-

. voltage, impulse condensed discharge
controlled with a thyratron at a gas
pressure of the order of several hun-
dredth of millimeters of mercury ([22].

Ar

Relative in-
tensity
g

0 The appearance of these spectra is asso-
500 1090 1500 AA ciated with the formation in the dis-
charge, as the result of several proc-
Fig. 4. Continuum of esses of collision, of excited gas

inert gases [22] molecules [23]. An very convenient and
simple design of a gas-discharge too
poor exciting the helium centinuum is
given in [24]. The continuous spectra of heavy inert gases (Ar,

Kr, and Xe) can be obtained in soldered lamps with windows.

Table 2 presents, for a comparison, the integrated radia-
tion energy fluxes of continuum of inert gases and of the Sun.

Favorable conditions for exciting the resonance lines He I
(A= 584.3 and 537.0 A); Ne I(A = 735.9 and 743.7 A): Ar I(A =
1048.2 and 1066.7 A); Kr I(A = 1164.9 and 1235.8 A); and Xe(A =
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1295.6 and 1469.6 A) are provided in the positive column of the
glowing and arc discharge at low current density (up to 1 a/cm2)
[26-29], or in a nnnelectrical discharge at low partial pressure

of Xe or Kr (0.01-0.1 mm Hg) in a mixture with He or Ne (several
millimeters of the mercury colum) [30-35]. 1In the latter case,
matching the operating regime of the generator of the ultrahigh
frequency oscillations with the gas-discharge load is vital.
Different methods of matching the operating regime with a generator
with load are described in [36].

The low-voltage discharge makes it possible to obtain a radia-
tion flux of 3-10l® photons/sec in the resonance line He IA = 584 A
is described in [29]. The design of a stable nonelectrode reso-
nance krypton lamp emitting 2.1017 photons/sec for 80-120 hours

of continuous operation is described in [34]. X=a2non arc low-voltage
resonance lamp KsR-1l and KsR-2 (with water cooling) were developed
in Soviet Union. Table 3 presents several parameters of these
lamps, including the fluxes emitted through the fluorite windows

in each of the resonance lines 1295.6 and 1469.6 A,

From the data in Table 3 it follows that resonance lamps emit /71
monochromatic lines, whose radiation flux is three-four orders of —
magnitude greater than the radiation flux of the brightest line

in the vacuum UV spectrum of the Sun -- the hydrogen L, line.
Table 2 The input of the
continuous radiation of
Wavelength Energy flux, erg/cm‘-sec jnert gases and the
interval A& |of Sun at| ©Of 1nert-gas  monochromatic lines in
1A,y, 0021 | continuum* the spectral region 1100-
~ 109 2000 A into the high-
550— =T X~ 10° .
7848_11638 éf\{: %:::aézlgﬁ}) &g not measured  vacuum chamber is best
}%g-P£§Q;?mx={%gJ 4%8 ~1$ done through windows
—1800 (Kr, Amax = A) ~ made of lithium fluoride
1480—=2000 (Xe, Amax == 1650 2040 ~10 . : ’
(Re. max = 1630 A) w calcium fluoride (fluo-

rite), leucosapphire,

* The radiation energy fluxes of the quartz, or several other
continuum of inert gases are esti- materials., To introduce
mated roughly, to a precision of the radiation with wavelength
crder of magnitude, by using the shorter than 1050-1100 A,

data of intensity in the principal it is necessary to use a
maximum of the continuum at the system of intermediate
output of the monochromator [22] chambers with separate

and the averaged values of the effi- evacuation to ensure a
ciency of the platinum-coated grid pressure drop from several
[25]). millimeters of mercury

in the source to 102 mm Hg

in the high-vacuum
chamber. To reduce to the minimum the losses in intensity the
light passes through the differential evacustion system, and also
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to increase the aperture of the light beam introduced in high-
vacuum chamber, the work [37] proposes using an optical system

of focusing the emission at the apertures of the diaphragms, for
this purpose. The scheme of this input of radiation from a helium
lamp operating at P = 10 mm Hg into the high-vacuum chamber with

P = 1072 mm Hg is shown in Fig. 9. A system of three intermediate
chambers with millimeter diaphragms makes it possible to achieve

the required pressure drop (chamber I: P = 5.10-3 mm Hg, S, =

162 1/sec; chamber II: P = 3-10-° mm Hg, So = 91 1/sec; chamber III:
P, = 5-10~7 mm Hg, S3 = 32 1/sec). To focus the radiation, use is
made of three identical elliptical aluminum~plated mirrors, whose
foci coincide with the chamber diaphragms. Angles of incidence

of light from mirrors (=~ 80°) are used; the aperture angle of the
beams is 6°. Experaimental verification showed that the losses of
intensity due to diaphragming of the beam at the millimeter open-
ings do not exceed 6 percent for each chamber. The intensity losses
in reflection from the mirrors in the spectral region 500-1100 A
were not measured. However, as calculations conducted with litera-
ture data [38] showed, the total intensity losses (for reflection
and due to diaphragming of the beam at the openings) when the

r adiation passed through the intermediate chambers does not exceed
one order of magnitude. The flux of radiation energy of the

helium lamp, considering the losses in the intermediate vacuum /72
chambers that the location of the object with an area S = 100 cm?
then is about 1 erg/cm?.sec. When objects with an area S = 10 cm
were investigated, the radiation energy flux of the helium lamp
at the object location exceeded the radiation flux of soiar energy
in the spectral region 580~1100 A by approximately one crder.
Therefore, the helium continuum evidently is best used for irra-
diating objects with a smaller surface area. The following must
be added to the foregoing: implementing the concept of using an
optical system associated with intensity losses within the limits
of one order of magnitude in introducing radiation into a high
vacuum chamber requires both the use of advanced experimental
techniques (fabrication of high grade mirrors, -deposition thereon
of high quality coatings, and the use of intermediate chambers
evacuated with nonoil pumps)*, as well as conducting a great deal
of experimental work associated principally witn studying changes
in the coefficients of reflection of mirrors in the spectral
region below 1100 A with time in the operating conditions of the
source. Several results of these kinds of investigations conducted
in the spectral region 1100-2000 A are given in the study [40].

1 The presence in intermediate chambers cf the vapor of the diffu-
sion pump oil promotes the formation of optical films on the
surfaces of mirrors when exposed to vacuum UV radiation [40]. This
circumstance can lead to a reduction in the coefficients of mirror
reflection in the spectral region below 1100 A,
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Table 3 The operating regime of

. gas-discharge lamp emitting
‘ Dis. |vol- |Rad, .flux, photons/sec the most intense continuous
Lawp  lTecur. |tage, A spectrum of inert gases is of
tyve |amp v ‘”55A| 1696 A the impulse type, with a high
5.101 pulse repetition frquency
4.1016 rate, However, for discharge
in helium if the pulse firing
rate is selected so that the
interval between subsequent
pulses is equal to the dis-
charge after glow time, the
discharge in the pulse regime
of excitation will yield
N2 2 radiation that is continuous

KsR-1] a2 | 40—50 | 4.10m
KsR-2 1.0 30 6-1014

)

AL A Y 778 with time. Resonance lamps
' N have a continuous operating
regime.
Fig. 5. Scheme of introducing
radiation from the helium lamp The life time of gas-

- (P = 10 mm Hg) into the simnu- discharge lamps of the enclosed
lation chamber (P = 10”2 mm Hg) type is limited t. several
[37]: tens of hours of operation due
1. lamp to a reduction in the trans-~
2. elliptical mirror parency of the LiF window in
3. diaphragm the course of lamp operation.
I-IV. chambers The service life of gas dis-

charge lamps of the open type,

using an optical system for
the input of radiation into che high-vacuum chamber, is determined
by the time during which the coefficients of mirror reflection in
the spectral region below 1100 A retain a high value. Owing to
the absence of these kinds of data, no specific conclusions as to
the operating time of a lamp with a system of differential evacua-
tion can be made.

R

The stability of operation of the gas-discharge lamps consid-
ered here is satisfactory. .

Source Emitting Lyman Continuum

Lyman, on discharging a capacitor through a narrow capillary
filled with helium to a pressure of several millimeters of mercury, !
detected a continuum extending from the visible to the X ray c--
spectral region [41-43]., More detailed investigations showed '
that the determining parameter of the discharge emitting the Lyman
continuum, 18 the current density (the current density must be
about 30 “a/cm?), and the nature of the gas and its pressure plays
no appreciable role [44]. The appearance of the continuous
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spectrum at high current densities in the gas-discharge lamp is /73
caused by free-free and free-bound transitions [45]. The main —
Jdisadvantages of the Lyman source [41-43] lies in the superimposi-
ti-n on the continuous spectrum, especially in the region below

180C A, of a line emission spectrum and absorption of particles

of the material of the capillary walls. In addition, rapid

breakdown of the latter occurs.

Major successes in improving the working parameters of the

Lyman continuum scurce were made by Garton [46]. He was able to
prolong the operating life of the source; and in so doing, the
continuum was virtually freed of the absorption lines, however
below 900 A a large number of emission lines were observed.
In recent years, satisfactory designs of the Lyman continuum
source have appeared, making it possible to achieve radiation
without admitting gas in the discharge chamber [47, 48]. The
electrical supply circuit of a tube with automatic and manual
firing is given in the monograph [49].

The question of the correspondence of the energy characteris-
tles of radiation from the source and from the Sun remains open,
owing to the absence of experimental data in the literature
dealing with the spectral distribution of the radiation intensity
of the Lyman continuum and the magnitude of its integrated flux
in the region of vacuum UV,

Introducing radiation from the source at a pressure from
several hundredths to several units of millimeters of mercury
through an open aperture into high-vacuum chamber at a pressure
of 107 - 10-9 mm Hg requires a differential evacuation system,
whose advantages and disadvantages we have already noted. Owing
to the absence of data dealing with the flux of radiation energy
of the Lyman continuum in the region of vacuum UV, no conclusions
about the satisfaction of conditions of the correspondence of
radiation energy fluxes from the source and from the Sun at the
object location can be made, with allowance for the losses in
radiation intensity in the intermediate vacuum chambers.

The Lymar continuum source does not satisfy the requirement
of continuous operation. The stability of its radiation is quite
satisfactory. Specific data on its operating time are not given
in the literature.

Source with Condensed Low-pressure gSpark Discharge

A condensed spark discharge in a gas of low pressure (from L
several hundredths to several millimeters of mercury) and a Co
current density up to 30 ka/cm? leads to the appearance of intense
ionization and excitation of lines belonging tc ions with a high
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ionization multiplicity. Using this source, radiation spectra
of highly ionized atoms of inert gases, nitrogen, oxygen, and

other gases were obtained, chiefly in the spectral region 200-
1000 A.

There are many designs of spark sources [50-54]. The most
modern design is given in the monograph [49, Fig. 5}. A capillary
pulse source with a thyratron control developed in the USSR at the
State Optical Institutes imeni S. I. Vavilov has been introduced

commercially. Its prototypes were built under the designation
IGI-1 [55].

Since there are no data in the literature on the distribution
of the energy flux in the spectrum of condensed spark discharge
in a gas, we cannot compare the energy characteristics of the
radiation from a source and from the Sun at narrow spectral regions
in the interval 200-1000 A. However, from the data of the study
[56], the integrated flux of radiation energy from the source in
the spectral region 500-1050 A is 8.102 ery/sec for a light beam
aperture of 7.5°. The radiation intensity of the Sun in this
range is about 1 erg/cm?.sec [2]. The radiation energy flux from /Th
the source at the site of an object with an area of 100 cm? is -
8 erg/cml.sec, that is, it corresponds to solar radiation in order
of magnitude. However, if it is assumed that to introduce the
radiation from the source into a chamber containing the irradiated
object, one must use a differential evacuation system, the radia-
tion flux in the high-vacuum chamber at the location site of an
object with an area S = 100 cm? corresponds to the best of cases,
but it is most probable that it is smaller that the solar radiation
flux. Accordingly, this scurce evidently is not rationally used
in the irradiating large~area objects.

The condensed discharge in a gas gives a time-pulsed radiation;
its stability is 2-3 percent:; its operating time is extended. How-
ever, when an optical system installed in intermediate vacuum
chambers with differential evacuation is used for the input of
radiation into the high-vacuum chamber, the operating time of the
source is determined by the time during which the coefficients of
the mirror reflection in the region 200-1000 A retain high values
during system operation.

Synchrotron as a Source of Vacuum UV Radiation

From the main principles of classical electrodynamics, it
follows that an electron accelerated to relativistic velocities
rust emit energy. This fact was taken into account in designing
high-energy electron accelerators (betatron and synchrotron).
The theory of the radiation of relativistic electrons is covered
by the studies [57-58].
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Electromagnetic radiation of electrons in a synchrotron
yields an intense continuous spectrum from the x-ray to the
infrared region. The nature of the radiation .spectrum of elec-
trons in the synchrotron in the region of the vacuum UV does not
correspond to the solar spectrum, since it has no radiation of
numerous liries superimposed on the continuous spectrum. Since
the spectral distribution of energy and the short-wave cutoff cf
this synchrotron radiation are determined by the energy of the
accelerated electrons E (Fig. 6), then obviously by selecting
E one can obtain the distribution of the synchrotron radiation
energy in an individual spectral region that is close to the
solar distribution. As an exanple, Fig. 7 presents, in the spec-
tral region beloy, 500 A, the energy distributions of sclar radia- /75
tion and radiation of the DESY synchrotron [60] for E = 1 Bev. R
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! ™
o~ 0 )
10°% S
- VRN
o RS
w8l
-« E‘ h
33 »><,'I I'%J
WIavwl
o Ili
& L {
o ,
& 4 N
e r
]
Im / Z
10¢ Lot 1 1
160 200 J00 400 2.4 .
Fig. 6, Spectral dis- Fig. 7. Energy dis-
tribution of radi.tion tribution in the
intensity (in relative radiation spectra of
units) for various the sun (1) [2] and
electron energies [59] the DESY synchrotron

(2) [60] in the region
35-500 A. The energy
of the accelerated
electron E = 1 Bev,
and the radius of the
orbit R = 31.7 m,

In Fig, 8 is presented the energy distribution or solar radiation

and radiation from the NBS synchrotron [61], for E = 120 Mev in -
the wavelength interval 500-1500 A. These curves are supplemented ;
by Table 4, in which the radiation fluxes of the Sun and of the :
synchrotron are presented in narrow spectral regions in the inter- «
val 40-~1.500 A, y
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It must be noted that the Table 4 gives the radiation fluxes
emitted by a single electron during its acceleration in the syn-

chrotron.

contain 1016 and 103

chrotron radiation considerable exceed solar values.

Since the electron beam in the DESY and NBS synchrotrons
electrons, respectively, the fluxes of syn-

Her - we

must bear in mind that by changing the number of accelerated elec-
trons, one can over wide limits modify the energy flux of the

synchrotron radiation.
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Fig. 8. Energy distribution in
the radiation spectra of the Sun
{1) [2] and of tHe NBS [6l] in
the region 500-1500 A, The
energy of the accelerated elec-
tron E = 120 Mev, and the radius
of the orbit R = 0.83 m

Since the pressure in
the synchrotrcn is low (10-6
mm Hg), it is not very dif-
ficult to introduce its radia-
tion into a high-vacuum
chamber at » pressure of
10-8 - 10~° .m Hg, while
preserving the intensity of
radiation at a sufficient
level. The high-vacuum cham-
ber c7..a be connected to the
synchrotron at a distance of
from several meters to several /76
tens of meters [61, 62].
Therefore, introducing syn-
chrotron radiation into it
can be achieved through a
pipeline of large enough
diameter, thus ensuring the
possibility of irradizting
objects of relativel: large
areas.

The synchrotron satis-
fies a very important require-
ment -- the absence of the
transferial of various kinds
foreign particles from the
sources to the chamber con-
taining the irradiated object.

I.. addition, the zonditions of countinuous operation and radia-

cion stability are met.

Based on the foregoing,

it can be concluded that synchrotron

radiation satisfies virtually all the requirements imposed on the
source of vacuum UV intended for use in space materials science,
with the exception of the requirement of the correspondence of
the nature of the radiation spectrum with that of the sclar spec-

trum,
cumbersomeriess, and high cost.

The main disadvantage of the synchrotron is its complexity,
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Wavelength | Solar Flux of | wave- Solar Flux of syn-
interval rad. flux| synchr. | 1ength | rad.flux chrotron rad.
| at 1 AY,| rad. fluy interval]l at 1 AU,| flux (E=1 Bev,
an & erg/cm”-J(E=1 Bev ar & erg/cmz- R=31,7 ©) erg/sec-
R=31, 7m) sec, [2] | el., [60]
.sec, [2] | erg/sec*
_____~.__---w--_aell|60|

40—0 0,13 §,0-10—5 £00—600 0,17 3,9_' 10—

60—80 0,14 l 9,5-10-5 C00—-700 0,14 3, tl_ -10-3

80—:00 0,15 1,0-10—4 700—800 0,11 4,5-10—35
100—129 0.97 1,1.10—4 800—900 0,26 5.2- l‘.)—f
120—140 0.05 9,5-10--5 900—1000 0,24 5,6-10—5

1:0—169 0,07 8,0-10--5 1000—1100 0,26 538- lO—-: !
160—13) 0,29 7.6-16— | 1100-~1200 0,29 5.?_- 10—
18—2008 0,35 7,2.10—5 1200—1275 4,97 4,5-10—5
200—25 23 1,5-10-4 1275—1325 0.13 3.0-]0":
230209 0.9 1,4-10—4 | 1327—1375 0.26 2,9.10--5
300330 0,41 1010 | 1370—1425 0.26 29-10-3

50-—400 0.13 8,0-10—3 1425—1475 2,5 2.8" ic—
400— ) 014 1,1.10-4 1475—1535 0,96 2.8-10-°

* Radiation is concentrated in a cone with an
aperture angle of 1/E (if E is measurecd in Mev).
** Pranslator's Note: Commas represent decimal
points.

Source with Vacuum Spark

The plasma of a condensed spark discharge fired in a high
vacuum of 10-5 - 10-6 mm Hg between two electrodes emits multiline
racdiation of highly ionized atoms of the metal that the electrodes
are made of. This discharge was first achieved in the study [63]
and came to be called the "aot spark" discharge. A spectrum up
to 140 A can be produced with it.

Wodar and Aston [64] suggested a variant of the vacuum
spark, which came to be called the "sliding spark"” in vacuum.
These metallic electrodes are connected with each other with a
solid heat-resistant insulator, when voltage is fed at the elec-
trodes a discharge is induced, sliding along the inner surface
of the channel in the insulator. Compared with the "hot spark",
the "sliding spark" has a low breakdown voltage, greater dimen-
sions of the glowing clioud, adequate operating stability, and less
sputtering of the electrode material. Many designs of a source
with the "sliding spark" in vacuum have been published in the
literature [64-67].
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Recently, a three-electrode vacuum spark has become common,
in which a "sliding spark"” is used in firing t» reduce the firing
voltage of the main discharge [66, 68]. 1In the radiation from
this spark is .observed not only the line spectrum, but also an
intence continuum, extending from the visible to the X-ray spec-
tral region. The most successful design of a three-electrode
vacuum spark is described in [69].

Of the varions modifications of the vacuum spark, from the
standpoint of the correspondence of the nature of the radiation
spectrum of the spark to the solar radiation spectrum, mention
must be made of the three-electrode spark that emits, in addition
to the numerous lines of ionized atoms, any of which are presented
in the solar spectrum, a continuous spectrum. Owing to the absence
in the literature of data on the spectral distribution of the
radiation energy flux of the vacuum spark in the wavelength inter-
val 80-2000 A, the problem of the correspondence between the energy
characteristics of the spark radiation and solar radiation in the
region of vacuum UV remains open.

Since the spa:k glows in a high vacuum (10-5 - 10-6 mm Hg),
introducing its radiation into a chamber at a pressure 10-8 - 102
mm Hg can be done in a large solid angle through a cryogenically
cooled channel.

As a result of the intense sputtering of electrodes during
operation of the spark, the discharge of atomized metal and di-
electric particles from the source into the chamber contained
the irradiated object is possible.

The three-electrode vacuum spark operates in a pulsed regime
with a low pulse repetition frequency rate (5-10 pulses/sec).
Since after 5000-10,000 discharges, the anode in the source wears
down [69], which affects the intensity of the radiation spectrum
and its composition, the operating time of the vacuum spark is /7
limited. The spark is a fairly stable light source. —_

Based on the foregoing, it can he concluded that the three-
electrode vacuum spark does not satisfy the following requirements:
absence of discnarge of foreign particles from the source into
the high-vacuum chamber, regime of continuous operation, and oper-
ating time. Moreover, the problem of correspondence between the
energy characteristics of the source radiation and solar radiation
remains open.

Gas-jet Source

In the FTINT [transliterated] of the Ukrainian SSR Academy
of Sciences, a vacuum UV source has been developed, operating on
a new physical principle. Radiation in the source is emitted by
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an excited ccmpact electrconic beam of supersonic gas jets stream-
ing into the vacuum, followed by the freezing of the gas jet at
cold surfaces. In the region of the jet the gas pressure 1is
sufficient for the normal operation of the source (from several
hundredths tc several units of millimeters of mercury), while
near the jet owing to the oriented notion of the gas due
to its supersonic velocity, the pressure is several orders of
magnitude lower (= 10-5 mm Hg). A detailed description of the
design and the main spectral characteristics of the source radia-
tion are given irn [70-72].

When a jet of the gas mixture Ar + 7-10"2 % Kr + 1-10-3 % Xe
at the energy E = 1.1 kev (j, = 0.15 a/cm?), when the gas pres-
sure in the jet is 0.6 mm Hg, a distribution of the energy of
radiation emitted by the jet is obtained in the spectral region
500-1500 A that is close to the distribution of solar radiation
eneryy (Fig. 9).

The flux of source radiation energy in this operating regime
in the spectral region 500-1200 A at the distance of 1 m at the
location of thec object having an area S = 100 cm? is more than
one order of magnitude greater than the corresponding flux of
solar radiation energy. In the spectral regions 1200-1275 and
1425-1525 A, the order of magnitude of both radiation fluxes is
the same (Table 5).

The gas-jet source makes it possible to introduce radiation
in the spectral region 500-1500 A in a fairly wide angle through
a cryogenically-cooled channel into the chamber containing the
irradiated object, in which the gas pressure does not exceed
1-10-8 mm Hg.

In the operating regime of the source, there is no discharge
of different kinds of charged particle, ions, elecctrons, and metal
particles into the high-vacuum chamber. The penetration of the
small amount of Ar from the source into the chamber containing
the irradiated object, recorded with a mass spectrometer trans-
ducer evidently cannot affect the results of the experiment with
respect to the effect of vacuum UV radiation on the initial
physical properties of the material, since Ar is a chemically

low-activity gas and is weakly adsorbed on the surfaces of
irradiated objects. '

The gas-jet source, whcse design is described in {70], does
not satisfy the requirement of many hours of operating time.
However, a new design of the source has been developed in the
FTINT of the Ukrainian SSR Academy of Sciences, which can prolong
its operating time to several days. The operating regime of the
source is continuous, and the radiation instability does not
exceed 4 percent.
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Among the disadvantages of the gas-jet source must be included
the cumbersomeness of the design, and the impossibility of using
it in organizations that do not have liquid hydrogen.

Thus, based on the analysis of the properties of sources of
vacuum UV radiatior from the standpoint of the suitability for
purposes of space materials science, the following conclusions
can be drawn.
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Fig. 9. Radiation energy distribution in the
solar spectrum and in the spectrum of gas-jet
sources:

I. of the Sun [1, 2]

II. of the gas-jet source operating with an Ar
jet at a distance of 1 m [72]

III. of a gas-jet source operating with a jet
of a gas mixture: Ar + 7-:10-2°% Kr + 1.10~3
% Xe, at the distance of 1 m
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"7 Ispec,Ulp = 9.6 mm, BE = 1.1 kev materials, a hydrogen
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000 500 003 i T related to introducing
800700 011 1.0 12 the radiation into a
é%z§$ 83 13 {f chamber with an ultra-
' ' ; high vacuum, the absence
of discharging of any
* Translator's Note: Commas represent foreign particles from
decimal points. sources into the cham-

ber, and the possibi- /79

lity of irradiating
objects with large areas. Accordingly, two sources can be recom-
mended for simulating the action of solar radiation at a wavelength
range less than 1100 A on objects with large areas -- the synchro-
tron and the gas-jet source.

To understand processes occurring in solids when they are
irradiated by vacuum UV solar radiation, it is important to con-
duct additional investigations on irradiating solids with narrow
wavelength intervals or monochromatic lines. For this purpose it
is convenient to use simple sources, with the emission of the
continuum of inert gases, and also resonance lamps filled with
inert gases and their mixtures.
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METHOD COF CALCULATING GAS-DYNAMICS AND HEAT TRANSFER 1N SINGLE-
STAGE REFRIGERATION UNITS

~
o
@]

I.S. Zhitomirskiy, A.B. Podol'skiy

1. Many of the instruments which are used or can be used in
systems of navigation, communications and so on, in flight, and
especlally spacecraft require the removal of heat given off 3¢ a
lower temperature level for normal functioning. Accordingly, it
becomes necessary to have high-efficiency refrigeration units with
small size, low welght and low power consumption.

One of the most promising units for this field of applica-
tion 1s represented by refrigerators with internal regeneration of
heat. The rational selection of the design parameters of refri-
gerators can be done only when an adequately supported method of
calculating thermal and gas-dynamics processes in these units is
avallable.

In developing methods of a prilorl estimates of refrigerator
characteristiecs, two directions are possible. The Tirst of these
provides for determining cold productivity based on some function
obtained for an idealized cycle, followed by correction of this
value by the amount of the losses in different unit components.
Here the losses are determined either in a differentiated way [16,
23, 24], or else in a generalized manner [1]. The common disad-
vantage of the first approach 1s that considerable difficulties
arise 1n designing the units that differ widely from those for
which extensive experimental material has been collected and,
possibly, a fairly exact determination of losses has been made.
The second trend in improvement of methods of analyzing refrigera-

: tors 1s the development of mathematilcal mcdels of the working /81
P process, permitting the tracing of change in working parameters
(pressure, velocity, and mass of gas, and gas and wall tempera-

N tures) during the cycle (1, 2, 4, 5, 9-12, 17-20, 22].

Sometimes both methods of determining the thermodynamile char-
acteristics of facilities closely overlap and supplement each other.
At the same tlme, there are studles iIn which the first or second
trend is strongly evident, and therefore this classification appears

Justified.

Thermal and gas-dynamic processes in refrigerators with in-
ternal regeneration of heat are marked by great complexity. The
duration of the working cycle in the machines is (10-2 - 1) sec.
Thus, all these processes are essentlally nonsteady. As the
result of the intense heat transfer of the working body with the
regenerator packing and with the ambient medium , in regenerative heat-
exchangers, significant lengitudinal gradients in temperature arise, and thus
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also in the warking body flow rate. All these circumstances pro-
duce some difficulties in the theoretical analysis of the working
process.

Let us examlne existing methods of calculating refrigeration
machines with internal regeneration of heat. The studies [9, 23,
24] assumed the isothermalicity of processes of compression and
expansion, ideal heat transfer in recuperative heat-exchangers and
in the regenerator, while the effect of the line on processes in

the chambers 1s allowed for in an approximate way. Hydraulic losses

in the equipment are not considered. The assumption of the iso-
thermalicity of processes in machine chambers is also quite appro-
ximate.

The studies [1, 2, 4, 5, 10-12, 17-20] make allowance for the
nonsteady nature of processes in chambers; they provide for
various methods of determining the energy interaction between
chambers and the main line. The operation of the heat-exchanger is
assumed to be 1deal, and the temperature in the heat exchangers and

the regenerator is taken to be unchanged during the working process.

The volume flow of gas through the main line is determined from the
equation or state for the entire mass of the gas in the machine,
given the condition of ideal heat transfer in the main line and

the absence of hydraulic losses in equipment components.

Methods of calculating a "pulsating tube" refrigerator have
been suggested in [18, 19, 20]. It is assumed in [19] that par-
ticles of gas in the compression chamber undergo an adiabatic pro-
cess, that the temperature of the gas in the heat exchangers is
constant, and that heat transfer in the regenerator is ideal. The
work [20] assumes a constant gas temperature and packing tempera-~
ture in any cross-section of the regenerator and the gas pressure
is assumed tc be a linear function of time. Equatlons are derived
for the mean-cyclic wall temperature and mean mass flow rate over
the half-cycle 1n the regenerator and in the pulsating tube.

One of the most exact 1s the method of calculating refrigera-
tors operating 1n the Stirling cycle. Processes of heat transfer
in chambers are described here with a system of ordinary differen-
tial equations or volume-averaged thermodynamic parameters. Heat
transfer with walls, energy exchange with the main line, change in
the size of the chamber, and the thermal conductivity in the walls
are taken into account. To describe the change in thermodynamic
parameters in the main line, the author uses differential equations
in partlal derivatives: the equation of energy in the gas flow
and the equation of continuilty (the latter is replaced by a finite-
difference equation). Instead of the equation of motion, use is
made of a modified Darcy-Welssback equation, which 1s equivalent to
neglecting inertial forces in the gas flow. This assumption, when
there 1s an abrupt change in the gas flow rate in the refrigerator,
can lead to appreclable deviations from the actual process. A
method of solution of the mathematlical problem formulated is not
set forth in [22].

—



2. In recent years, a number of refrigerators with internal
heat regeneratlon have appeared. The study [14] shows the evolu-
tion of progress of these machines, which has occurred in such a /82
way that each subsequent model was a modification of the preceding.
Actually, refrigerators with internal heat regeneration are a com-
bination of specific components: compression and expansiocn cham-
bers, heat-exchangers, and regenerator. Formulation of the pro-
blem of how these machines can be investigated by using some uni-
fied mathematical apparatus is quite useful. Therefore the problem
of formulating a generalized method of the theoretical analysis of
the working process o' regenerative refrigerators is quite urgent.

The study [1] proposes a method of constructing an approximate
general theory of cycles, whose basis 1s the method of determining
temperatures at characteristic points ol a geneiralized cycle (the
generallzed P-V diagram for the expansion chamber is considered).
Here the generalized cycle 1s transformed so that different cycles
can be obtained. The expansion machine (compressed-gas motor) is
present in many refrigerators and
therefore can in this technique serve
as a natural basis for generalizing
the cycles analyzed. All the more so,
in that the introduction into the
free space of the compressed-gas motor
of a heat-intensive regenerating mass
converts the compressed-gas motor into

\ Stirling a refrigerator with internal regenera-
Pulsating tube(PT) (35 of heat.

The study [1] proposed a general-
ized cycle of a regenerative refriger-
ator developed on the basis of the
Gifford-MacMahon cycle. The general-
ized cycle makes it posslble to analyze
processes also in the Stirling cycle,
Stirling Nb.cMahon Gifford-MacMahonWhich 1s roughly approximated by the
Ericson cycle. The proposed method
determlines the effective technique of

Flg. 1. Refrigerators: interpretling experlmental data almed
a. With removed regen- at reproducing the characteristics of
erator; b, ¢, d. With regenerative refrigerators and finding

for them the law m = f(q) (m is the
index of the losses that are difficult

built-in generator.

to monitor and q is cold productivity).

Nonsteady thermal and gas-dynamlc processes in the regenerator
and heat exchangers are marked by appreciable complexity. Therefore
estimating their effect on the refrigerator efficiency is difficult,
and developling a method for calculating it with allowance for the
nonsteady nature of the working process not only in the chambers but
also in the main line is quite urgent. Thils approach to solving
the problem also makes 1t possible to make a generalization, and todo
so on a different basis than in [1], encompassing a greater number of
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refrigeration cycles. Actually, the regenerator is a mandatory
component of any existing or possible machine, while the compressed-
gas motor may or may not be (pulsating tube). The regenerator --

a cylindrical tube with packing ~- in the general case is part of
the gas-dynamic main line which connects the expansion and compres-
bion)chambers, and one end of the main line can be closed (pulsating
tube

The gas rzgenerative refrigerators analyzed are shown in Fig.
1. The parameters of “he gas (pressure and temperature) in the
low pressure receiver (LPR) and the high pressure receiver (HPR) can
be regarded as constant, since the volume of the receivers is large
compared with the volume of the refrigerating part of the machines
considered. Therefore, there 1s no need to analyze the chain /83
recelver-compresser (C)-refrigerator (R), and it also appears pos-
sible to develop a generalized working scheme for all machines con-
sidered.

The working scheme (Fig. 2 a) is a system consisting of two
chambers V and V,, arbitrary in shape and variable in volume, and
a main line connecging these chambers. In the general case, the
main line consists of a serles-connected refrigerator, regenerator
(R), and heater (H). During the working process, the gas passes
through the trunk line from one chamber to another. In the main

line the streaming gas exchanges 1ts

heat with th2 regenerator packing or
9, through the line wall with the ambient
‘~}/%m enviroment. Streaming of the gas is

caused by the change in the volumes of
the chambers (cylinder with piston) or
else by connectlon of the chamber with
the high or low pressure recelver.

e v T

The generalized working scheme
o P o oaa — P (Flg. 2 a), externally slnilar to the
I O O R classical scheme of the Stirling cycle,
il wtly e |y includes several cycles appearing later,
' ( R i T namely: MacMahon, Gifford-MacMahon and
L. two modifications of the "pulsating
; Ay tube". These cycles can be realized in
L_ ’ two types of desligns: with generator
¢ 01 jti oy 0 removed and with generator bullt in.
¥ b 4 In the second case, the gas-dynamlc line
1s a regenerator connzcting the vessels
Vi and V Here 1t 1s assumed that the
Fig. 2. Working Scheme displaceg with the built-in regenerator
a. Generalized working is fixed, but the cylinder moves,
scheme; b. Difference which causes th= change in the volumes
scheme, of vessels V7 eand V This assumption
is quite val}d, singe the acceleration
in the gas stream as a rule 1s incom-
incomrmensurably greater than the piston acceleration.
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Thus, the generalized working scheme is sultable for calcula-
thing thermal and gas-dynamic parameters in tt: working process of
gas regenerative refrigerators operating: a) in the Stirling cycle
(Vl is the compressor and V, 1s the compre: “ed-gas .1otor); b)) in
the MacMahon cycle (Vy is the wvalve chambe. or a cramber whose
volume 1is equivalent %o the overall volume of the system of subsi-
diary flow lines sugplylng gas from the receiver, and V, 1is the
compressed-gas motor); c¢) 1n the Gifford-MacMahon cycle with
built-1n regenerator (Vl and V, are the hot and cold parts of the
working cylinder, respectively, separated by the regenerator placed
in 1t); d) 1in the cycle of tl.e "pulsating tube" with the gene-
rator removed (the volume Vs disappears).

3. Proceeding to outline our proposed method of calculation,
let us first formulate these assumptions made above:

a) heat transfer by thermal conductivity in the gas and the
walls of the lines is negligibly small compared with convective heat
transfer;

b) thermal conductivity of the packing 1s equal to zero in
the gas flow and is infinitely large along a normal to 1it;

¢) the working gas obeys the equation of state for an ideal
gas: the speclific heat capacity of the gas 1s constant;

d) 1in the chambers analyzed the ratlo of the dlameter of the
inlet opening to the characteristic dimension of the chamber is
small. Therefore the nonuniformity of the distril ation of pressure
caused by the wave phenomena 1in the chamber durling streaming cr
filling is neglibly smali [21];

e) the equallzing of the temperature of the gas in the /84
chamber as the result of mixing of the incoming gas portion with
the earlier present gas portion occurs in a time interval much
smaller than the time of an appreciable change in thermodynamic
parameters of the gas in thes chamber.

These last two assumptions make it possible to assume that the
processes In the chambers can be described with a system of ordinary
differentlal equations for semlidynamlc parameters averaged cver the
chamber volume.

In the last equations, the gas consumptlion 1s assumed to be
positive when gas flows into the chamber and negative when it flows
out of the chamber. The subscript n, taking on the values 1 and
2, denotes the number of the chamber, and the subscript ¢ denotes
the number of the source or discharge of the gas for the given
chamber. The role of these sources and discharges 1is played either
by the high >r low pressure recelvers, or by the main line connec-
ting the chambei's. The main equations of balance f'or the chambers
are as follows:
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the equation of energy for the gas is

Ti“(mr.en)"—'_Pn d:;n +208nltn+4n—,:ﬂ ’au(Tn"'TM) (l) (l)
3

.the quantities I are determined by the parameters of the gas
in the chamber whefl Ge, < 0 and by the parameters of the source
when G, > 0);

the equation of heat balance for the wall (subscript,) is
s 20 o r 1 ) +a, (T T )+q ; (2)
%n %en Tt~ “n‘'n en an ‘tan © 4 Qer,
change of mass of gas in chamber

dm,

@i = 20 (3)
equation of state:
PV,=mRI,; (4)
change in volume of chamber with time:
A (5)
change 1in valwacross-sectioﬁal area with time:
fn==fa 0)- (6)

Here m 1s the mass of gas; e 1is internal energy; P 1s
pressure; V 1is volume; G 1s gas consumption; I 1is enthalpy;
q 1s the density of the thermal flux; « 1is the coefficient of
heat transfer; T 1is gas temperature; T, 1is wall temperature; 6w
is wall thickness; a 1s the index of the ambient environment.

Whea gas arrives from the external reservoir, the energy trans-
fer Geplen 1s determlned from the condition of the quasisteadv-
state nature of the gas outflow process. To determine the gas con-
sumption G, , we use expressions obtained for the single-dimen-
sional isentropic outflow of gas in [7].

The time interval during :thich ¢yclic change in thermal and
gas-dynamic parameters occurs in refrigerators is (1 - 10-3) sec,
w“here the smallest characteristic linear dimension is of the order
of 0.3 - 10-Um (the pores in the regenerator packings). Since
the time and spatlal scales of these processes are large compared
with the relaxation time and with the mean free path of molecules
in the gas, heat-transfer and gas-dynamic processes in the main
line in the case of a smooth varlation in the cross-sectional area,
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are satisfactcorily described with a system of one-dimensional
differential eguations in partial derivatives for parameters aver-
aged over the flow cross-section.

The equation of motion is: /8
du ap 4
P-g;-=—--‘_,-x--—.ﬁ:—pu|u|; (7)

the equation of continuity is:

& d 9 = 0:
et o (ou) +pu G- InF =05 (8)
the equation cf energy in the gas flow:

di dP 42 u? L .
P = — 4 (T_Tc’*“z?,,')""z‘d‘:"ww" (9)

the equation of heat balance for the wall (packing) is:

S2¢ I _‘_‘:—- — Tes
ot =3 (T—Tet %)wm T+ e

05t (10)
where
S=_:“_; W= ‘;: —- for the wall
S=—:;i- 25: W=0 -- for packing,
(p ~- 1s porosity);
and the equation of state 1s:
p = pRT; (11)

i>0 0LxKl

Here u 1is velocity; p 1s density of gas; d, 1s hydraullc
diameter; F 1is the area of the flow kinetic cross-section; and
1 1is the length of the main line.

The coefficients of heat transfer a&p, a5,, and &, and the
coefficlent of hydraulic drag { are selected from experimental
data. The heat transfer and gas-dynamic processes are strongly
affected by the dependence of the physical properties of the gas
and the packing on temperature (in particular, this is shown in
[13] for the regenerator). Therefore, to the system of equations
shown above we must add the temperature functions of those heat-
physical characteristics that undergo considerable change in the
temperature range under study.

As the initial conditions, the arbitrary distribution of

temperature, pressure, velocity, gas mass, end temperature of wall
in chambers and in their connecting main liane are adopted:
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P.0) =P T.(0)=Tn Tw(® =T m,(0)=ni; V,(0)=Va
PO, x)=Py(x); TO x)=To(x); T.(0, %) =Te(x); U0, x)=U,{x). (12)

The system of equations (7) -- (11) is hyperbolic in character

and has four families of characteristics dx/dt = u, dx/dt = u + a,
dx/dt = 0. The behavior of these characteristics makes it necessary
to assign two boundary conditions at the inlet into the main line
ar” one -- at the outlet [15]. This specifying of boundary con-
ditions in our case does not appear possible, but we can specify
systems of conditions of connecting chambers with the mein Line that
are equivalent to it. Hers the number of conditions of connection
at the inlet and outlet from the main line must correspond to the
required number of boundary conditions.

Thus, for subsonic gas flows at the inlet into the main line
two conditions of connection are used (u a, where a 1s the speed
of sound in gas):

. .2 == 1s the conservation of
P =D T ]
n ot <aDlh momentum,
o% o ? (13)
soT RTe= = R+ __ is the conservation of
energy

(k 1s the adiabat index).

At the outlet from the main line, the condition of connection
is taken as the law of the conservation of momentum (the pressure
of the gas in the jet entering the chamber and the pressure of the
gas inside the chamber are similar, owing to assnmption U4; we
cannot make an analogous conclusion concerning gas temperature,
therefore the law of conservation of energy 1s not usefully em-
ployed here):

~N
0]
N

Pn'_:Py—*‘ %Cypyug‘ (lu)

If instead of the outlet there is a dead-end wall (the dashed
line in Fig. 2), a condition is reauired which, 1n this case, is
the boundary condition (u = 0).

4., This system of differential equations and boundary con-
ditions (1) - (14), describing the change in thermo-gas-dynamic
parameters when gas flows between communicating vessels is solved
by the finite-differeiice method.

According to the adopted implicit difference scheme (Fig. 2 b),
after several translations of the initial equations, the following
difference equations are obtalned:

Tl"H — T»' " . -
k= DTH A 4 ":.. EGH (k (To) —Th) —
n
oo v
— AT AR T (15)
mn mn 4] m"
pLt _. pt 131

. . vt
B Nl RSy A L T -t’,-f—soij' k (Ten) — Ay —-PiH 4
n

n

._-AL‘\ P S



¢t P iy % S Y OB A NE# SRS OV A €

BUNCLI o g 7 ARl W 05 P
.

1
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mpt—my _ sGi g
T (17)
Ti-**l _ T[ .
R - — la, (TLH = TE) o e (T4 — Ted ) - ganl,

(18)

where

A= VHVE— A=a

" dn G

1 -~ for the case of energy exchange with
G — Gon the recelver and

ul Ml leaking of gas through the piston seal,

= P:le” __ energy exchange with the main line.

When the chamber is being fllled:

B ==
(T i -- energy exchange with the receiver or
(szazJ i+l OT gas leak
e Fﬂ%-—i——— —- energy exchange with the main
line.

2cp

During emptying of the chamber, we have:

[ﬁﬁ“ -- outflow into the receiver or leakage,

P= uf
ll -~ outflow into the main line

(T;n)‘ = T:'x-
Gas consumptior G 1is determined according to [71]: /87
u;‘.:.l —u uxf-:—l. _ ll‘~:‘ Tt P{Tl _ Pti.‘ - (19)
lr’+q' n'l+Rﬁ“LT—J=_TKWHWW

I
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pit+l __ pt pi+l __ pt+l P Tt-rl ¢ {1 (11
i ] . ! i . : T T T
T 5T %y P =1 Ti ( + U; h )+
+i s (20)
L p i:____ll_‘ll =58 ]
{ [ =% b {
|
. =i+ 1 = ,1 + 1 =
where B, uj for B2>-0 and B1 uy = 3 for B2< 0, By =
Ti;+| - Tl -lr:'-;i _ Tx'-j—l B e Pl+l p Pl+l Pi+l
j +u! I e S -1 __/( / i _*_ll j /—l)_l
T i k P T h -
N\ (21)
da k—1 T.
i S (T = TG + (/2,1 + —2,%—%(“,‘-)” uil,
(22)
T -1 . wiy +1
T = pcc,[T; '— c;". + 2cp ] =T )+
The conditlions of connection are:
=P+ topé <us+')= (23)
k—-l Rﬂ.ﬂ T"“ o+ l-H)z 3
t-F1 +
P = piH 7 WA (2b)

The system of difference equations (19) - (21) is solved by
the method of arthogomal  fitting [3]. For this purpose, equations
(19) - (21) are written as

:xlii + B (+1 = Cj, (25)

it

where A -~ are square matrices of coefficients for the
known ti yer,

P the unknown thermo-gas-dynamic

(U) -~ 1s a vector, whose compcnents are
T parameters in the main line.

The conditilons of connection can be represented as

h
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Lyt = ¢, (26)
Nt =1,

where Li N are rectangular matrices that are formed from
equations (2%) and (24), respectively, by cancelling out P% + 1
and T4 + 1 with the aid of equations (15) and (16) and by subse-
quent linearization in velocity W' =u' 4 A4) . Further, the pro-
cedure in calculating the thermo-gas-dynamic parameters in the
main line is set up in accordance with the procedure described in

£31].

That the determination of u} + 1) Pi t+ 1 and ™ * 1 in the
gas-dynamic main line from known®values of the gas “outflow velo-
city uf * 1 and ul + 1, we find the thermo-gas-dynamic parameters
in the vessels acgording to the equations (15 and (17). When cal-
culating the emptying of the main line closed at one end ("pulsa-
ting tube"), it appears necessary to have an auxiliary equation
(in addition to the available equation u = 0) in accordance with
(26). We can adopt as this expression the characteristic equation /88
corresponding to the characteristic dx/dt = u, which when u = 0,
is of the form

Ty T PR i T e
T & Py T - d; k ?‘u_( co (27)

The wall temperature in the vessel Ti + 1 and the temperature of
the wall in the main line Ti are getermined respectively, from
Eqs. (18) and (22). Thus, ¥gr the new time layer, i+ 1, all the
thermo-gas-dynamic parameters in the chambers and their connecting
main line have been determined.

The program for calcuiating these parameters has been developed
in the algorithmic language ALGO-60.

Preliminary estimates and calculations performed with the
M-20 digital computer showed that this finite-difference method of
solving the initial equations has a first order of approximation
in time and space. The length of the step in time must be approxi-
mately 0.003-0.001 of the overall cycle duration. The length of
the step in space must be approximately 0.03-0.01 of the total
length of the main line; the sites of connection of the component
must be calculated with a shorter step, whose value is determined
in relation to the ratio of the diameters of the components being
connected.

5. For a system modellng the working process in the refri-
gerators of Stirling, MacMahon, Gifford-MacMahon, and pulsating
tube, calculations of heat transfer and gas-dynamic parameters in
the initial working cycle were made on a digital computer. The
results of these calculations are given in [14].




The developed method of calcula-

Tk m10’kg tion makes 1t possible to analyze the
Joo v characteristics of the machine in the

m q0.20 transitory process, that is, when the
200}- machine departs from the regime. This

calculation was performed for a refri-
gerator operating in the MacMahon
cycle (compressed-gas motor with re-~
0.1 generator in the dead space). 1In the
calculation, the Tollowing geometrical
and heat-physical data were adopted:
cylinder dlameter -- 40 mm, plston
stroke -- 40 mm, wall thickness --
Fig. 3. Change in packing 0.5 mm, revolutions per minute -- 250,
temperature at cold end of regenerator diameter -- 15 mm, regen-
regenerator (T) and mass of erator length -~ 40 mm, mesh size -~
gas in compressed-gas motor 004, porosity -- 0.7, initial packing
(M) at end of working cycle (wall) temperature and initial gas

0.5

100

a
(g}

Ny 1
82 40 60 ¢ 5

when the machilne departs temperature -- 300° K, maximum gas
from regime. pressure —— 20 - 105 N/m2, minimum
gas pressure -- 5 - 105 N/m2, working
: gas -~ helium, law of compressed-gas
ol motor piston travel -- harmonic,
a. = 3000 w/mé . deg, {p = 2, cold
K pgoductivity -- 5 watts, an = 2000
"
w/me - deg.
Joor- The arbitrary distribution of /89

parameters characterizing the non-
working state of the machine was

\

t-?sgg/’J taken as the initial conditions. The
20k t=223e - results of the calculation of the
t-m?ﬁﬁ”/ transitory process are in Figs. 3-6.

When the machine departs from the
ml regime, the temperature at the cold
end of the packing (see Fig. 3) varies
exponentially, and in the 300-1500 K
. range, the drop in temperature can be
00— 0&' o taken as approximately linear. The

' ) temperature at the cold end was of the

Pipeline T1Regener,

ba order of 979 K in 70 sec. This rapid
Fig. 4. Distribution of departure from the regime 1s caused
packing temperature along by the fact that in the calculation no
regenerator length at end allowance was made for the mass of cer-
of working cycle when tain auxiliary machine components that
machine departs from are usually situated In the cold zone
regime. (the mass of the object being chilled,

and so on), and the rate of departure

from the regime was determined by the
rate of cooling of the regenerator packing. When the additional
masses are taken into account, the time of departure fiom the regime
increases somewhat.

IR R ot e
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Fig. 4 shows the distribution of the packing temperature
along the regenerator ler:'h at the end of the workilng cycle. The
change 1in the packing temperature, as we can see from the plot,
can be assumed approximately linear. Fig. 5 shows the calculated
indicator diagram for the initial working cycle (dashed line) and
for the working :ycle in the steady regime (shaded diagram). The
difference in the diagram from the usually accepted shape (the
absence of the section of reverse compression) 1s caused by the
fact that in the calculation it was assumed that the exhaust valve
remains open during the entire reverse stroke of the compressed-

gas motor piston.

2l
el W/me

ﬁ~f;(

LI
I 77 a0
/,'/’/ﬁ.'%/é-//// Y

)

Init, cycle
\ Working regime

L
A

Fig. 5. Calculated indi-
cator diagram of MacMahon

0 15 25 IF v md

refrigerator.

/""‘7","-n/mZ

i
20t

b4

10

5

1 [

0 o.12 2.24 t sec
A a
170 H

00
e
100§

0+

60 1 1

a 0721; 0.24 ¢t sec

Fig. 6. Change in parameter
of gas 1n compressed-gas
motor 1in the working cycle
of the machine 1in the steady

regime.

a. pressure; b. temperature
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The change of pressure and tem-
perature of the gus in the compressed-
gas motor in the working cycle in the
steady regime is shown in Fig. 6.

The proposed single-dimensional
mathematical model of nonsteady heat-
transfer and gas-dynamic processes in
refrigerators takes into account
thermal and hydraulic losses, and the
variability of the heat-physlcal charac-
teristics of the interacting bodies.
The finite-difference method of sclving
the 1nitial system of equations devel-
oped here permlits calculating the
change in thermodynamic parameters in
the working cycle in the transitory and
steady regimes and determining the
time for the machine's departure from
the regime.
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PROBLEM OF SELECTING OPTIMAL REGIMES FOR STORAGE OF CRYOGENIC AGENTS /S0

R. S. Mikhal'chenko, V. F. Getmanets, and Yu. V. Iskhakov

Various cryogenic systems onboard spacecraft, such as rocket
engines, fuel elements, life support systems, and so on, lmpose
specific requirements both as to the welght reserves of the cryo-
genic agents as well as storage time [1-3]. However, in all cases
the minimum velght requirement remains unchanged. Solving this
problem requires not only building reliable thermal-protective de-
vices, but also developing the optimal conditions for the process
of storing cryogenic agents in specific conditions of space. The
following external conditions have the main effect on the
storage process: temperature and pressure of the ambient medium
and gravitational acceleration.

The temperature of the outer hull in combination with the heat-
protection devices determines the heat inflows to the cryogenic
agent. The combined action on the storage regime of these factors,
as well as the influence of the storage time and the amount of agent
stored can be taken into account in calculations by means of the
criterion of specific heat inflows Qp during the storage time [4].

In ground conditions, cryogenic agents are most conveniently
stored in the liquid state with the draining of vapor formed during
storage. In space conditions, this method encounters difficulties
owing to the complexity of separating the liquid-vapor mixture in
conditions of welghtlessness. From this standpoint, preference must
be given to storing cryogenic agents in the solid state. The satur-
ated vapor pressures of most cryogenic agents are much lower than
atmospherilc pressure. The presence of the high space vacuum insures
the storage of solidified gases without additional pumping units and
ene.gy outlays.

As follows from the analysls given in thils study, the sto.age
of eryogenic agents 1n the solid state with the draining of the
vapors formed to the surrounding space not only makes for the prac-
tical convenience of the operation, but also permits an appreciable
reduction in the losses of the stored substance. Referring to the
specific conditions, we perform a thermal analysis of the possi-
ble storage regimes in the condensed state of hydrogen, oxygen,
nitrogen, and argon.

N
-

With decrease in the temperatures of cryogenic agents, both
the specific density and heat of vaporization increase. Moreover,
the possibility ¢f an lncrease in the cold reserves owing to the
heat capacity of the condensed state mounts. At the same time, with
decrease 1in the temperature, the heat inflows to the stored agent
show practically no rise when the most effective laminated-vacuum
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insulaticns are used [4-5]. Therefore, losses in vaporization for
a particular cryogenic agent are appreciably reduced with decrease
in the temperature of the initial state [6]. Accordingly, in our
analysis, the temperature of the initial state was taken as equal
to the temperature that 1s the lowest attainable in practical con-
ditions (T ), in the numerical calculations, which corresponds

to the saturated vapor pressure over the solidified gas of 0.1 torr
[7]. It must be noted that in specifically arranged conditions,
the_vapor pressure over solid hydrogen can be reduced down to 1
10-3 torr [8].

The estimation of different storage regimes 1s possible only
by comparing the losses of the substance during the entire storage
period. We willl estimate the loss by the coefficient of relative
losses n, defined by the ratio

q==£h%aﬁi, (1)
where my characterizes the mass of the agent at the end of the
storage, and m 1s equal to the mass of the solidified gas,
which can be chgrged intc the vessel at the temperature Thin-

This criterion was used also in evaluating the nondrainage
storage regime, where, strictly speaking, no losses of substance
occur. However, even in this regime there are losses of the sub-
stance in the sense that in the initial state, to avold overly
rapid pressure rise when heating, the charging factor of the vessel
must be less than 1. In addition, for the nondrailnage storage re-
gime, the usually adopted coefficient cf relative losses  n=-2=T«
in general becomes meaningless, since in any case it is 0; my 1s

the initial mass. If by using the ratio
m

Pv= v

(2)

we introduce the concept of the density of the substance in the
vessel averaged over the volume Py, then by employing m, = ps . V.and
my=p,- V. » Eq. (1) can be represented as:

Pa

n=1——. (3)

P

The mean-volume density at the end of storage pK 1s defined
by the ratlio between the heat inflows into the vessex and by the
cold reserve 1in the cryogenic substance; Pp 1s the maximum possi-
ble denslty of the solidifying gases at the temperature Tm1n‘

In order to increase the generallty of the analysis and to
take account of the dependence of losses on varlous factors (vessel
size and shape, storage time, nature of change in heat inflows with
time, kind of thermal protection and its design, and so on), we will
characterize the heat inflows to the stored substance by the para-
meter of the specific heat inflows Qp, which 1s



(VP

Qr =

(4)

determines the heat inflows per unit /92
the entire storage time 7

The parameter Q

chamber volume duringT

xp

The thermodynamic analysis of the following storage regimes
was carried out 1n our study:

I. Nondrainage storage regimes wlth gradual heating of the
cryogenic agent partially filling the vessel at the T mi to the
temperature T» at which the condensed phase fills th& 8ntire

n
vessel volume.

IT. Nondrailnage storage in reglre I up to the temperature
Tk and subsequent dralnage of the vapors in isothermal conditions.

III. Isothermal storage at the initial temperature Tmin
with constant drailnage of the vapors formed.

IV. Isothermal storage with draining of the vapors at the
temperature T s further nondralnage heating with temperature
rise to T at which the condensed phase, due to thermal expansion,
f11ls the entire chamber volume and again, dralnage of vapors in
isothermal conditions Ty = const. to the end of the storage.

V. Heating of the condensed phase filling the entire vessel
volume at all temperatures, from the temperature to TK,
along the equilibrium line solid (llquld) phase- vap@% with evapo-
ration and drainage of the excess volume of substance arising owing
to the thermal expansion of the condensed phase, and subsequent
lsothermal drainage of the vapors at the temperature TK = const.

The analysis was made on the
assumption that with isotaric drain-
age of vapors and with heating of
condensed phase, 1lts temperature 1s
identical in the entii‘e vessel volume.
In the liquid phase, thils condition
100 can easlly be lnsured by mixing of
a¢«~§=:;;%:::;:__ the liquid or by placing in the vessel
az\,§;‘ féd ribs made of a material with high

. _ thermal conductivity. If porous
40 m ao mn 20T solidified gases, (obtained by the
evacuation method), are not heated
very 1intensely, their temperature also
Flg. 1. Dependence of rela- changes at the same rate throughout
tive losses of hydrogen, oxy- the vessel volume [3, 10].
gen, nltrogen, and argon va-

) '“.,_

por on the final-state tem- For a maximum use of the useful
perature for various speci- volume of the vessel, we assume that
fic thermal inflows Qp dur- at the end of the nondralnage storage
ing storage in regimes II (regimes I, II, IV), the condensed

and IV (T, ©K; Qq, J/cm3). phase fills the entire vessel volume,
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and we take the initial vessel charging factor in regimes III-V
as equal to 1.

It can be shown that with the assumptions made in ou: study,
the amount of heat Q absorbed per unit volume of cryogenic
agent when it passes Yn regimes I-~-IV from the assigned temperature
Tmi to T, (wlith or without drainage of vapor) is determined only
by Bhe selection of the final-state temperature TF’ For the
period of nondrailnage storage (regimes I, II, IV), 'this assertion
1s obvious, since in this case the mass of the substance remains
unchanged and 1is determined by its density at TK.

The amount of heat absorbed during drainage at Tk 1n the
regimes II-V 1is determlined by the density of the substance and by
the heat of the phase transition, that 1s, by the temperature T
The amount of vapor drained and the heat inflow during the heating
process per unit volume of the substance in the regime V to the
temperature Tk are also determined only by the density of the
condensed phase at this temperature. It remains to be noted that
the amount of vapor drained in regime IV at the initial temperature
T (and therefore, also the energy expended) uniquely determines
tg%ntemperature Ty at which the stage of nondrainage storage sets /93
in. Therefore, the selection of the final T uniquely determines
in regime IV the charging factor at the end o§ drainage, tor the
initial temperature T . Accordingly, all the regimes considered
can be characterized by a single-valued function of cold
which depends only on the final-state temperature.

Let us derive the analytic expressions for the function des-
cribed,

Storage in Regime I

In the conditions of nondrainage storage, the heat inflows
to the vessel are absorbed by the heat capacity of the conc :nsed
phase and of vapor, and by the heat of vaporization of the portion
of the condensed phase which enters the vapor cushion, and with
heating above the triple point temperature, the heat of fusion is
also used. Therefore the co0ld reserve or the substance Q& per
unit volume of the vessel extended wlth heating from Tmin to TK
is: '

Ty Ty Ty
G = | @r—rhcdT+ { pb-cur+ § rdoh+ (5)
min Tin Tmin
T,.> Twr
+[F(T)==7-- pv —pv); P ]
® ( 0, T“<T'rp.t

Here c¢_., and cf are, respectively, the heat capacity of
the condensed phase afla the vapor along the saturation line; r is
the heat of vaporization (sublimation); Tp-T stands for the tri-

ple point.
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If there is no dralnage, the mean-volume density of vessel
chargirg p,, 1s a constant and is the density of the condensed
phase at the end of storage, that is

pv=p(T) =p,. (6)

Therefore, Eaq. (3) for relative losses for storage in regime
I becomes:

1‘:]*—-"_.

Fm (7)

n Mn

The mean-volume density of the vapor in the vessel o< V.
is a fvnction of temperature and the vessel fillling factor. Since
the last quantity owing to the earlier assumptions, 1s also a func-
tion of the final-state temperature, pv = p} (7). Let us determine
this dependence. Suppose at an arbitrary moment of time the
vagpor c$shion occupies in the vessel volume the fraction x, that
is,*x =~ . Ther by using the constancy of the mean-volume density
ol the substance in the vessel, we can write:

x.p"_{_(]——x)p:px‘ (8)
Hence we get:
- —p:"_?f..
N P—pp ° (9)

Thus, the mean-volume Jensity of the vapor is

Pr== X oy =y :,’:S:— (10)

We can represent this formula also in another form:

Py = — - . (11)

vn—-v P T

where v and v are, respectively, the specific volumes of /9
the condensed phse and of the vapor.

At the triple point temperature, the mass of the vapor can
also be neglected, compared with the mass of the condensate and,
we can set:

oV (Tenin) == 0. (12)

Additionally, in Eq. (5) at temperatures below the critical
point, we can neglect the expressicn f‘ . owing to 1ts smallness
with respect to the other terms. o rdov However, in the near- -
critical region, this expression cannd?¥ be neglented; owing to g
the absence here of data on the heat capacity of cryogenic sub- i
stances let us use for thils region the giagram of state, and we
can write the expression for function Qv as:

Qv = pAl ~ Ap, (13)
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where AI and Ap are the difference in the
pressures, respectively, at temperatures T

07724 32 40 484,

Fig. 2. Dependence of mini-
mum relative losses of hy-
drogen vapor n on specific
heat inflows Q for stor-~
age in different regimes
(Qp, J/cm?):

1.” Storage in regime I;

2. Regime II; 3. Regime
ITII; 4. Regime IV;

5. Regime V; 6. Storage
of 1liquid boiling at P = 1
ab. atm.

1 1 1 1 1 J
50 120 160 260 J0O J60 Q:

Fig. 3. Dependence of mini-
mum relative losses of oxy-
gen n cn specific heat in-
flows Q for storage in
various Fegimes (Qms J/cm3):
1. Storage in reg?me I;

2. Reglime II; 3. Regime
III; 4. Regime IV;
5. Regime V; 6. Storage

of liquid bolling at P =1
ab. atn.

enthalpies and the

and T .
K min

The relative losses 17 for a
given level of heat inflows Q
are determined as follows. Givgn
the condition QT = Qé from the
plots QY = (Ty,), let us find
the final-state Uemperature Tk,
which in turn uniquely determines
the density of the condensed phase
at the end of storage. Further,
it remains only to use Eq. (7) for
the calculation. The results of
calculations for hydrogen, nitrogen,
and argon are given in Figs. 2-5
in the form

N
7

Storage in Regime II

If the heat inflow Q. exceeds
the cold storage Q&, nonfrainage
storage in regime I 1is no longer
possible, and other regimes must be
used, for example, storage in regime
ITI with drainage of vapor at the
end of storage at the temperature
T.,.

K

1t must be noted that in the
period of nondrainage storage 1n
regime II, (as in regime I), the
mean-volume density cf vessel fillling
Py 1s unchanged, and is equal to the
density of the condensed phase at
the temperature T,. Thus, in the
course of heating %here ls always a
vapor cushion present, and only at
its end can the condensed phase fill
the entire vessel volume.

We obtain the mean-volume den-
sity of charging at the end of stor-
age for regime II by subtracting
from the density of the condensed
phase at T, , the mean-volume loss of
mass 1n the dralnage perlod, which is

Qr— QY (T As a result, we have
(T
Qr—Qu(T)  (14)
P“{’=P(Tx)'——‘—,rfr-
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Fig. 4. Dependence of mini-
mum relative losses of ni-
trogen n on specific heat
inflows for storage in_

Q
different ;egimes (Qm, J/cm3):

1. Storage in regimé I;

2. Regime II; 3. PReglme
III; 4. Regime [V;
5. Regime V; 6. Storage

of liquid boiling at P = 1
ab. atm.

'} 1 i1 {8 1. 1.
63 120 10 240 J00 Jr0 Q.

Fig. 5. Dependence of mini-
mum relatlve losses of ar-
gon n o>n specific heat in-
flows Qmn for storage in
differen? regimes (Q

1. Storage in regimz I;
2. Regime 1I; 3. Reglime
IIT; 4. Regime IV,

5. Regime V; 6. Storage
of liquid boiling at P = 1
ab. atm.

Iy J/CmB):

Substituting thils expression
1 Eq. (7), we got

(Q) -+ pAT - 1 (T — 4y
pm - (TR)

(15)

N=1—

In regime II, we introduce the
funetion of the cold reserve with
the expressilon:

Q' = Ql +- p(r)-r(r). (16)

Then the expression for the
relative losses becomes:

o' —Qr

pm . ’(T‘R) *

=l (17)

Storage in Regime III

If the cryogenlc substance 1s
to be stored in isothermal condi-
tions with constar.c drainage of
vapor {as is usual and customary),
the function of the cold reserve
Q&II is:

Vo (T - (T (18)
To calculate the relative
losses, agaln we can use a relatien

of the type (17), whence we can
readily see that the minimum losses
of the substance are attalned at
the temperature T] n’ that is, for
storage 1n the solaé state with the
maximum value of the function
At -p.-r. » Then we have:

m Qr

']mln .

(19)

Pt Im

The functions,fn.=,g"(qg are shown

in Flgs. 2-5.

Storage in Regime IV

In some sense, regime IV is
an lmprovement on regime II. 1In

~
O
(e

5
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regime IV the volume is filled with the solidified gas at the maxi-
mur density p, and vapor 1s drained at Thpine Only after attain-
ment in the vessel of the mean-volume densigy equal to Py does
further storage occur according to regime II. Therefore, compared

with regime II, an additional cold reserve of r, (p, —p) Will appear
in regime IV.

Accordingly, we can write:

1v 1

Vo= Q) +ran—pl)- (20)

The relative losses as before are determined by a formula of
the type (17).

Storage in Reg.me V

In thls regime, the condensed phase 1s heated in the unchanged
volume of the entire vessel. Gradually the saturated vapor pressure
and the temperature orf the condensed phase are Ilncreased, and the
entire vessel volume 1s filled. The excess volume of the substance
occurring owing tc thermal expafnsion is dralned in the form of vapor.
Therefore the mean-volume denslty of the substance in the vessel at
any moment of time corresponds to the density of the condensed phase
at the corresponding temperature. Accordingly, the function of the
cold reserve 1is of the form:

Ty Tx
=rp,+ S rdp + S pc,dT +
Tinin Tain ( 2 1 )

. A. T,.>T,
+ [F ) = pr-‘h " w».T .
L (pfp ) Q, T,( <T'p.r

The relative losses in this regime are also determined by
Eq. (17).

Calculation of the Cold Reserve Function and Relative Loss Function

Each regime has its own cold reserve function Q,,. We must
proceed cautiously 1in computing them, since the integ¥ands appearing
in them have discontinulties caused by filrst-order phase transitions.
Therefore, at these polnts, the function Q changes dlscontinuous-
ly. For example, the integral 17«  at the triple point has a discon-
tinuity equal to ﬁbr@hx-—p;ﬂ. wm;m>
The Q functions have a well-defined physlcal meaning. For
each final ¥emperature Tw, they characterize the maximum amount of
heat which in the storage regime II-V can be supplied per unit
volume of the substance before converting it into the gaseous state.
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Therefore, 1In those cases when the entire reserve oi the cryo-
genic substance must be evaporated during the storage time, the
criterion for selecting the regime is the maximum value of the func-
tion QV' As follows from the “able, in this respect, regimes IV
and V are most advantageous fror the storage cf nitrogen, argoen,
and oxygen, since they have similar characteristics.

The ordinate of the function Q; at the point Qy = max
determines the final-state temperature that is optimal for the gilven

regime, TK (cf. table).

If at the end of storage it is required to have a certain amcunt
of the stored substance, the comparison of the storage regimes must
be made based on the coefficient of the relative losses 1, which 1n
regimes II, IV and V 1is of the form: /9
Qy—Qr

“ o l - -pm " 'm

(22)

where the function QV is determined by Eas. (16), (20), and (21).

MAXIMUM COLD RESERVES Qy (j/cm3) AND THE TEMPERATURES Tx CORRE-
SPONDING TO THEM (©K) FOR REGIMES I-V

Regime I | Regime II |Reg. II} Regime IV|Regimc V

Cryog.
agent ! Qv T, Q- T Q| w| . T, Qo T,
iml‘ oax man man ® max »
I -
Nitrogen | 104 [us—12s) 265 | ©3+15 oy 1171 20 | so—100 256 | so—110
(sol.ph.)
Argon | 110 [130—140) 357 | 75—-338 | 347 |48 |377| 838 |as2| wis
(sol.ph.) ol.pml  |(ita.ph.)
Hydrogen | 14} 3152 | 458] 83 153] 83 493! 2305 | 495| 2394
Oxygen | 146 | 138—145] 360 | 435436 360 |48 [ 407 [110—130| 408 | 110—125
(sol.ph.)

For each thermal inflow parameter Qp, we can construct a
plot of the dependence of the coefficlent 11 on the final-state tem-
perature T,,. As an example, In Fig. 1 are shown these curves for
{ the case of the storage of nitrogen in rec¢imes II and IV. The
: dashed curve in this figure corresponds to the losses for nondrailnage

storage regime I.

If during all storage regimes the minimum value of the coefficlent
N is brought into correspondence to each value of the parameter QT
for the family of curves N =q (T, %€ get the dependence of the
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minimum losses on the heat inflows The plotsnmmfznmmﬂQJ for
the different regimes and substances gre shown in Figs. 2-5.

Comparison ¢f Different Sterage Regimes

It follows from Figs. 2-L, for nitrogen, oxygen and argon when
the heat inflows are respectively less than 65, 105, and 96 j/cm3,
the losses in regime II colncide with the losses in regime I, that
ls, for these heat inflows preference must be given to nondrainage
storage. For larger values of Qm, the losses 1In regime I are
greater, which 1s associated with'the appreciable reduction in the
density of the liquids near the critical point.

A typlcal feature of hydrogen when stored in regime II 1s the
fact that the minimum losses are attained at constant drailnage at
the initial temperature that 1s, among the regimes I, II
and III, the optimal reg"me 193 111 (Fig, 2).

The losses for storage in regime IV and V prove to be approxi-
mately the same. 1In the region of smaller heat inflows, the losses
are somewhat lower 1in regime V, while at larger heat inflows, losses
are 10-15% lower in regime IV. Therefore, for storage purposes,
regimes IV and V lead to roughly equal losses. However, regime IV
1s much easier to achieve technologically, therefore, it must te
recommended for practical use.

Since the losses in regime IV are 1.5-2 times lower compared
with regime II, regime IV must be consldered as the optimal method
of storage One drawback of regime IV 1s that for large values of
heat inflows, s the optimal temperatures at the end of storage
are close to the critical points. This dictates the necessity of
designing vessels for high pressures. Therefore, 1t can be shown
that from the standpoint of minimalizatlion of the total weight of
the storage system, the flnal-state temperature is required to be
selected below the optimal temperature.

For comparison, Figs. 2-5 also present the curves of relative 4_§
losses for storage of cryogenic agents bolling at a pressure of
1 ab atm (curves 6). From a comparison of these curves it follc s
that the use of so0lidifying gases makes 1t possible to reduce by
severalfold the losses compared with storage of cryogenic substances.
For example, in regime IV a reduction of losses by three to four
times 1s achieved.

These calculations are based on the heats of vaporization and
specific densities adopted from the studies [7, 11, 12-15). As the
result of the absence of adequate data on specific density and heat
of sublimation of solld hydrogen, linear functions plotted based
on two points were adopted for them [7, 14].

In these storage regimes, the heat of vaporizatlon and the
heat capacity of the condensed phase are used efficlently, while
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the cold of the vapor drained 1s not used at all. VYor nitrogen

[16], the use of shields cooled with drained vapor glves an ad-
vantage of not more than 20-30%.

The situation is altogether different when hydrogen vapor is
used. However, estimates of the effectiveness of hydrogen vapor-
cooled shlelds are contradictory and are given by the quantities
1.5 and 4 [16, 17]. To revise these values and to determine the
optimal temperature conditicns for the storage of hydrogen uvith
the use of vapoer cold, let us make an additional analysis of this
problem.

At the present time, the most effective low-temperature in-
sulation 1s laminated-vacuum insulation. According to the data in
[5], not only in nitrogein but also in hydrogen vessels the tempera-
ture of the layers of insulation adjoining the cryogenlic surface
reach 120-1300 K. The temperature of the shilelds cooled by the
vapor does not exceed 120°© K. Accordingly, and considering the
absence of data on the temperature dependence of the ccefficient
of thermal conductivity of the insulation A below 100¢ K, we
will assume that the optimal location of the shield is between the
insulation and the hydrogen vessel. Owing to the small difference
in the dimensions of the shield and the hydrogen chamber, their
areas can be assumed identical. It must be noted that the assump-
tion we adopted above has no effect whatever on the results of
further estimates, since the analysls was made in the criterial
form. Therefore, the presence of insulation between the hydrogen
vessel and the shield 1s equivalent to changing the reduced black-
body factor and leads only to a change in the value of the
criterion K {see Eq. (26)).

As earlier, we will specify the heat inflows to the shield
in the general form by means of Qm. We present an example of the
values of the parameter Q7 that are possible in practice. To do
this, let us determine fhe heat inflows to the vessel containing
hydrogen, of diameter = 3 m, insulation thickness é = § cm, and

coefficient of vessel thSrmal conductivity -- \yb =1 + 107°% w/cmO K,
)

for an outer hull temperature of 300° K and a rage time of one

year. From the relation

After substituting numerlcal values, we get Qp = 23 J/cm3.

Considering that heat transfer between the hydrogen vessel
and the shield 1s only radiative and assumlng that the temperature
over the entire shield is constant, from the condition of the heat
balance, we obtain the followlng equation for determining the

shield temperature Tg:
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This equation can be easily re th\tnbcx In dimensloniess form:
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where the determining criterion is: /99
K .. @l Dy AT (26)
.- AL

G gt T e
SRS P W
Physically, the criterion K shows the ratio of the heat

Inflows through the insulation to the shield to the radiative
energy emitted by the vessel at the temperature Te’ OK.

From Eq. (25), we can easily
determine the dimensionless shields
temperature g for variocus criteria

¢ Kp. Fig. 6 shows the dependence

' ol the dimensionless shields tem-

perature 8 on the criterion Km,

setting the temperature of solid

hydregen vaper T equal to §8.3°9 K

_/ and the change in the heat of con-

: version 0 1s adopted according

to the datfO%n [71.  From the

T T T T T T dimensionless temperature aTgy, the

specific heat inflows Q. to the
hydregen vessel are Jdetermined by

Fig. ¢. Change in dimen- the relatiocn:

sicnless temperature KpY

of hydrogen vapor-coole

shield as a function of the

the c¢riterion K

1. Use of heat capacity

6 .
Q= prt W == DT v (aoy

We estimate the effectiveness

of vapor and heat of vapor of vapor use by the coefficlent
to orthe-conversion. 2. Use R
only of vapor hcat capacity Kv = Qp/Qq (28)

Criterion K, 1s now determined and represents a function of
the criterion Kn. The correspondence between K and Kv can
be easily found, Ly determining from Fig. 6 as a Tunction of K
the value of @, and from it calculating, using Eq. (28), the co-
efficlent The resulting dependence is shown in Fig. 7. From
the figure ig follows that the use of vapor cold makes it possible
to reduce by two to five times the heat iInflows Into hydrogen. Tt
can also be noted that the use of the heat of vapor to artho- i nvei-
slon yields an additional gain of 15-25%.

it Riars b iiem n



Fig. 7. Dependence of
effectiveness of use of
vapor K, of hydrogen
vapor on criterion K
at the inltial vapor
temperature 8.3° K:
1. Using the heat of
vapor to ortho-conversion
2. Without
using this heat

ST w6 0 A AT

Fig. 8. Dependence of the
effectiveness of vapor use

K, of hydrogen vapor on

the temperature of the con-
densed phase Te for differ-

ent values of criterion
(Te, 0 K).

It is also of interest to
determine the deprendence of the
coefflcient K, on the temperature
of the solid or liquid hydrogen
at fixed values of criterion K.
These curves are in Fig. &. Clearly,
the largest value of Kp are close
to the critical point. However,
for the final estimate of the opti-
mal temperature at which the hydro-
gen must be stored and its vapor
strained, we must determine the
maximum of the products K * p * I
since 1t 1s precisely this quantity
that determines the losses in the
regime of I1sothermal storage with
drainage:

(29)

~
—
o
o

Plots were constructed of the
function K, 2 * p» * r for different
values of the criterion Ke. From
the change in this function follows
the conclusion that in the method
inveolving the drainage of vapor, the
storage of hydrogen in the solid
state at the lowest possible tem-
perature 1s optimal.

|

Since the funetion K, + p - ¥
takes on the largest values in the
region of minimum temperature and,
below the triple point temperature
changes only slightly, when solid
hydrogen 1is used at any temperature
we can employ the dependence K =
Ky (Kp) (see Fig. 7). From thele
data we alsc conclude the effect of
the blackbody factor, specific heat
Inflows Qp, storage time 7,,, and
vessel dimension Dg on the effec-
tiveness of vapor use K, . As
follows from Eq. (26), a change in
any of these quantities, for example,
by twofold, is equivalent to a pro-
portional change in criterion Kg.

From the data in Fig. 7 we can Jdetermine that a twofold increase or

decrease 1n the criterion KT

causes an equivalent change in the
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coefficient K _ by only 10-12% in the region of the values of
criterion Ky = (0.2 + 20) ¢ 107 chat are attainable in practice.

The value of situating a second intermediate shield with +he
same blackbody factor as the first shield and the vessel wall be-
tween the shield and the hydrogen vessel was studied roughly accor-
ding to the same scheme.

The installation of an uncooled shield 1is equivalent to de-
creasing the reduced blackbody factor between the shield and the
vessel by (3 - €) times and therefore prcvides an additional bene-
fit of 12-15%. The use of part of the cold of the escaping vapor
at the shield can increase the overall effectiveness of the vapor use
by 25%.

In the study, the possibility of ucing the cold of vapor for
storage in regime IV was also evaluated. It was found that owing
to the presence of a lengthy period of nondrainage storage in this
regime, utilization of vapor cold produces a negligible benefit.
Total losses for storage 1n regime IV using vapor cold amcunt only
to several percentages lower than in regime III when a vapor-cooled
shield 1s present. Therefore, since working in regime III is sim-
pler, it is precisely this regime that must be given preference.

The main conclusions of this study are as follows:

1. For long-term autonomous storage of cryogenic agents, 1t
is best to begin 1t in the so0lid state.

2. The smallest losses for argon, nitrogen and oxygen are
achieved for storage in regime IV.

3. The optimal method of storing hydrogen with minimum losses
is the regime of 1sothermal storage of solid hydrogen at the lowest
possible temperature, with the continuous drainage of vapor and the
use of vapor cold reserve in shields. :

. The use of the cold of escaping vapor when hydrogen 1is
stored in the lsothermal regime makes it possible to reduce losses
by two to five times.

5. The benefit from using the heat of ygpor to ortho-conversion
of the escaping vapor 1s as much as 25%.

6. Placement of the second uncooled shield reduces hydrogen
vapor losses by 12-15%.

The use of the second intermediate shield, vapor-cooled, means
an additional reduction of losses by 20-25%.
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INTERMEDIATS MEMORY DEVICES

G. V. Basalayev, A. B. Kmet', M. A. Rakov, V. A. Tarasevich

Investigation of space and the planets of the solar system by /101
means of spacecraft poses a number of problems whose solution re- ~
quires methods of information theory and the bullding of speclalized
radio-electronic equipment. Difficulties in resolving these pro-
blems stem malnly from the restricted conditlons, determined Ly
the following factors: the high velocities of spacecraft, the re-
stricted maximum power of transmitter, characteristics of trans-
mitting antennas, losses 1n space, and the presence of receiver
system noilse.

The theory of information transmission at the present level
of development allows us to find optimal methods of processing and
transmitting signals along communication channels in relation to
the requirements imposed on themn.

This article examines in brief outline problems and several
methods of transmittlng and processing information for whos. actual
realization operational memory devices are needed. Specifi. devices
capable of implementing these methods are examined. The first of
these problems is associated with a necessity of a finite time
period for transmitting a specifled volume of information with
the necessary confidence level in a selected coding method [1, 2].

The specifics of the signals that are typical of space studles
include the fact that one is dealing with n-dimensional vectors
at a specified point in space determined by the readings or n-
spacecraft transducers. Since transmitting data requires a certain
time period, readings from the first and subsequent (n-th) trans-
ducers obtalned from the earth willl pertain to different points in
space separated by a distance that is proportional to the time of
transmission and the velocity of the craft. Considering the fact (102
the rates of change of components in space are quite high, 1n prac-
tice it is impossible to restore the value of the n-dimensional
vector at a specified point from data acquired. To eliminate errors
of this kind, it 1is useful to store the readings of n-transducers
pertaining to a single point in space during the time of trans-
mission. The use of the operational memory in this case 1s highly
desirable, since it does not lead to changes in the conditions of
signal coding and transmission over the information communilcatlon
channel and makes 1t pcssible to transmit the stored information at
a rate and an error probabllity that 1s 1ldentical for the entire
for the entire system.

Let us consider a second case that requires the use of memory
devices 1n equipment for space reszarch. The selection of the
transmission system is made based on the errcr probablility at
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maximum transmission efficiency. The transmilter power is one of
the primary limiting conditions for spacecraft with which investi-
gations are made of planets in the solar system. Based on this
requlrement, one can find the optimal ratio between the error pro-
bability and the efficlency of transmission. However, at a high
level of interference, silgnals are encountered whose transmission
with an error probability calculated for tbe transmission of all
the Information is unsatisfactory. Using . ‘ansmission with methods
of storage or re-interrogation, the error probability for these
signals can be lowered to the required level [3]. Let us explain
these metheds in brief.

The method of transmitting with storage consists of transmitting
a constant signal over the extent of m messages. The result of
thlis accumulation of readings leads to 1ncreasing the signal-to-
noise ratio by m times.

This transmission can be implemented bty nsing m channels
wlth identical error probability and transmission time. However,
this method 1s disadvantageous owing to the low efficiency of the
use of each channel. By storing the value ot the paramevcr for
whose transmission it 15 required to increase the signal-to-noise
ratio by m times, using a speclal device, over the time reguired
for m messages, one can achieve the required signal-to-noilse
ratio even with a signal-channel transmission system. In this case,
the efficiency of transmlssion is reduced only in the transmission
of the given signal, while the transmission of the remaining sig-
nals 1s conducted at the design efficiency.

Transmission with re-intcrrogation (or feedback) increases
the confidence level of the transmission by using the greater power
levels of ground facilities. The use of this meth | makes 1t possible
to vary the time of transmission of different signils 1n relation
to the conditions, and thus to produce conditions for organizing
an optimal communications system. By storing the value of each
signal at the input of the transmitter until the signal confirming
the reception of this signal arrives, permitting the next signal to
be connected teo the input of the transmitter, one can attaln optimal
efficlency.

411 these cases pertain to the use of memory devices directly
in the information transmission systems. Let us now examine
several principles of the preliminary processing of functic.s using
methods of storing their values at discrete moments of timec and
capable of reducing the volume of transmitted information without
lowering the effectiveness of investigations.

In space studles, one must deal mainly with functions whose
frequencies spectrum 1s limited. According to the Kotel'nlkov
theorem these functions can be restored with pre-assigned pre- 5
cision from equidistant instantaneous values, whose number n >
2f,T, where fc is the frequency band. By storing the instantancous



values of the function at the instants of time tj, where 1 =1,
2, ... n, and then, by transmitting them over the communication
channel one can restore the form of the function under study over
the time interval T. The storage method is advantageous here in
twu cases:

1) the sampling step is shorter than the time of signal
transmission over the channel;

2) the sampling step is somewvhat larger than the transmission
time.

In the first case it is nct required to increase the trans~ /103
mission rate over the channel; 1n the second case, the organiza-
tion o the transmission system is not made more complicated.

By comparing the stored preceding and subsequent values cf
the function over the assigned time *nterval T, one can determine
the presence of function extrema from the change .f sign of the
difference between two neighboring values.

Since the number of determining functlion values is finite, one
can examine several discrete values of the ampliitudes differing
from each other by twice the magnitude of the error caused by the
discreteness in [4]. 1In other words, one can quantize these func-
tions in amplitude. If it becomes necessary to perform amplitude
selection of extrema, then by specifying the sampling step in
amplitude (zone sizes), one can determine only those extrema that
exceew the discreteness step.

Preliminary n-ocessing of information on board can be easily
organized if the tea .k of determining the number and values of
function extrema over the time T arises.

In the course of this or similar data processing, one can
determine the prorability that the function will appear in the
future, and on this basis use methods of transmission with lower
error probability for the more probable values of the function,
at the cost of degrading the transmission of low-probability values.

Let us further examine devices of operational (intermediate)
memory with which the methods of data processing and transmission
described in the first section can be implemented 1n practice. Since
we will be talking about dev? - using memory cells with multistable
elements, for corvenience in . _ading the following materilal, let
us consider in brief the operating principle of the time-pulse
multistable elements used.

A multistable elements is a multiport device with a multihump
amplitude characterist 'c. This multiport device, «:acompassed by
feedback, has severa’ uilibrium states, whose number is deter-
mined by the ratio of . reference and bar frequencies fed from
an external excltation source [5, 6]. The equilibrium states
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differ from each other by the magnitude of the static feature in
the form of the levels of constant voltage and by the value of the
phase of pulse sequerice. The advantage of these elements 1is that
a change in the number of equilibrium states over wlide limits is
not asscciated with a2 change in equipment, and also in that the
complexity of the overall excitation source is not related to the
number of multistable elements in the system. The presence of two
features of equilibrium state makes it possible to use effective
methods of data input and gives additional advantages in data pro-
cessing.

The use of multistable elements made it possible to built
economical multichannel storage devices for their use in spacecraft
in the measurement of n-dimensional vectors. The use of these
devices at the same time permits reducing the number of channels
requiring the storage of information 1n the long-term memory, whose
necessity is dictated by the restricted time of direct transmission
during periods of radiovisibility. In this sense, these devices
fulfill the function of an intermediate memory.

Let us first dwell on the 32 channel device for storing analog
signals.(Fig. 1). The storage of input signals is performed in
the block of memory elements, where tc each element there uniquely
corresponds a sto.age element conslsting of a multistable element
and a servocircult, which is actuated during the data input time
and charges the element capacity up to the magnitude of the signal.
The operation of the entire system is synchronized with a pulse
sequence fed from without. At the moment of arrival of the first
interrogation pulse, the reset device is triggered, resulting in
the triggering of a strobe-pulse during whose period data 1s fed
into all 32 elements. At the same time, the signal of the first
channel appears at the output of the commutation blozk. The next,
31st interrogation pulse connects the remaining channels alternately
to a common output. The 33rd pulse triggers the reset device and /104
the operating cycle 1s repeated. For convenlence in removal and
checking the operation of the subsequent telemetry clrcuits, the
first tro channels store constant reference signals with known
ampl? 3. The presence of the phuase feature of the elem:unt states
made . possible to use in the device, instead of an analog commu-
tator a pulse commutator consisting of a counter of 32 positions
and a diode matrix-decoder. At the cutput of the commutator, the
phase feature pulses in the code-to-analog converter are converted
into an analog signal by means of a sawtooth voltage, which 1t also
used for the multistable elements. Owing to the presence of the
circuit of an adjustable time delay, the error in transforming from
parasitic time delay arising in the transmission of puises of the
phase feature along the commutated circuits 1s appreciably reduced.

This device has the following technical specifications: data
input time 1s 5 msec; data storage time is unlimited; power re-
quired is 5 w; volume is 6 decimeters3; weight is € kg; precision
class 1s 1.5.
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Fig. 1. Block diagram of 32-channel device for storage of analog
signals, varying in the limits 0 to +6 v.
KEY: 1. Constant supply block 19. Memory element 2
2. Converter 20. Input 32
3. Stabilizer +20 v 21. Memory element 32
I, Stabilizer +12 v 22. Sawtooth voltage generator
5. Stabillzer -12 v 23. Code-to-analog converter
6. Block of memory elements 24. Control block
7. Input 1 25. Interrcgator
8. Servo circuit 26. Strobe shaper
9. Multistable element 27. Input shaper
10. Memory element 1 28. Pulse supply block
11. Commutation block 29. 100 Mdz pulse generator
12. Counter 30 Divider
13. Decoder 31. Monovibrator
14, Shaper 32. Sewtooth voltage generator
15. Switches 33. Interrogation
16. Monovibrator
17. Output
18. Input 2

Let us further present the characterlstics of a storage device
distinguishing it from the precedlng one in that 1t has four common
outputs instead of one, and an additional "ecalibration" regime 1s
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intrcduced. The technical solution here has several points of
difference. To simplify the circuiltry of the device and to re-
duce its power ioad, the memory cells in each channel are simpli-
fied and consist of capacitative memory uvnifts [MU], marked by great
simplicity, but with a short data storage time. The unlimited data
storage time in the device is achieved by using a servo-multivalued
correction circult, achieved by a single multistable element for a
group of .U.

The input time is 2 msec; the storage time is unlimited; in-
put impedance ig 108 ohms; the power required is 2 w; the volume /105
is 2 decimeters3; and the weight is 2 kg.

Use of these devices 1is promising for operation in information
transmission systems using the system of accumulation and the system
of re-interrogation. This necessitates the appropriate organization
of the functioning o the control block, without modifying the op-
erating principle of the devices as a whole. These devices are
applicable for storage over a specified time interval of the shapes
cf functions under study, whose frequency spectrum permits selecting
the sampling step larger than the data input time into the memory
cells.

Of some interest is an analyzer of extremal values of functions
in a specified time interval, involving the use of multictable ele-
ments as analog-to-discrete transformers of input voltages. The
magnltudes of the zones of the potentials sign of the stable states
determine the amplitude selection of the extrema.
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Fig. 2. Block diagram of analyzer
The analyzer 1s constructed according to the block diagram

(Fig. 2) and operates as follows. Voltage from the static output
of analog-to-discrete converter (3), in the form of a stepwise-varying
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function, controls, with 2 trigger the generation of extrema, (4),
which responds to the change of signs of the pulse fronts of this
voltage. Thls 1s achieved by using a trigger with divided inputs,
where one input responds only to the first positive front of the
Input voltage arm and the second -- to the first negative front.
This trigger, in turn, is controlled by triggers determining the
type of extrema, where the trigger generating the maximum values
(5) 1s controlled only by positive pulse fronts, while the trigger
controlling minimum values (7) is controlled only by negative pulse
fronts. To determine the specific zone in which an extremum liles,
the pulse sequence at the phase-impulse output of the analog-to-
discrete converter is used, together with pulse voltages at the
out, uts of the pulse distributor (2) and the triggers determining
the type of extremum. To each zone there corresponds a specific
pulse sequence at the phase-impulse output of the analog-to-discrete
converter and at the corresponding output of the pulse distributor
which carries out their spatial distribution. Its operation is
syncaronized by the bar pulse generator (1), which provides for
high stability of zone separatlion. These pulse sequences are sent
tn the coilncidence matrices (6, 8) performing the commutation of
signals to the channels of the correspondlng zones. When an ex-
tremum 1s present, the triggers for determining the type of extre-
mum, due to the presence of a reset circuit pulse, pass one pulse
of the phase-~impulse sequence to one of the outputs of the corre-
sponding matrix. Then these pulses are read by the counters of the /106
zones in which the extrema occurred.

Depending on the problem to be solved, cubsequent data pro-
cessing can be of different kinds and can be conducted either on
board the craft or on earth. Problems of further data processing
require a more detailed study for specific cases and are not examined
in thils article.

In conclusion we must note that circultry solutions of memory
cells using time-pulse multistable elements make 1t possible to
use to the maximum the achievements in microelectronics. Building
memory cells in micromodular standard cases makes 1t possible to
build small-sized universal storage devices with a wide range of
problems to be solved in space research.
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